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ABSTRACT

Face Image and Video Analysis in Biometrics and Health Applications

Na Zhang

Computer Vision (CV) enables computers and systems to derive meaningful informa-
tion from acquired visual inputs, such as images and videos, and make decisions based on
the extracted information. Its goal is to acquire, process, analyze, and understand the infor-
mation by developing a theoretical and algorithmic model. Biometrics are distinctive and
measurable human characteristics used to label or describe individuals by combining com-
puter vision with knowledge of human physiology (e.g., face, iris, fingerprint) and behavior
(e.g., gait, gaze, voice). Face is one of the most informative biometric traits. Many stud-
ies have investigated the human face from the perspectives of various different disciplines,
ranging from computer vision, deep learning, to neuroscience and biometrics.

In this work, we analyze the face characteristics from digital images and videos in the
areas of morphing attack and defense, and autism diagnosis. For face morphing attacks gen-
eration, we proposed a transformer based generative adversarial network to generate more
visually realistic morphing attacks by combining different losses, such as face matching
distance, facial landmark based loss, perceptual loss and pixel-wise mean square error. In
face morphing attack detection study, we designed a fusion-based few-shot learning (FSL)
method to learn discriminative features from face images for few-shot morphing attack de-
tection (FS-MAD), and extend the current binary detection into multiclass classification,
namely, few-shot morphing attack fingerprinting (FS-MAF). In the autism diagnosis study,
we developed a discriminative few shot learning method to analyze hour-long video data
and explored the fusion of facial dynamics for facial trait classification of autism spectrum
disorder (ASD) in three severity levels. The results show outstanding performance of the
proposed fusion-based few-shot framework on the dataset. Besides, we further explored
the possibility of performing face micro-expression spotting and feature analysis on autism
video data to classify ASD and control groups. The results indicate the effectiveness of
subtle facial expression changes on autism diagnosis.
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CHAPTER 1

INTRODUCTION

Artificial intelligence (AI) enables machines to learn, think, and make decisions like hu-

man, using computer science technology. One of the popular fields in artificial intelligence

is computer vision (CV). It seeks to develop techniques to enable computer and systems to

derive useful information from images, videos, or other visual data, process and analyze

the information, and take actions or make decisions in the end. The techniques involve

theoretical and algorithmic studies of capturing data from real world, processing raw data,

extracting discriminative features and analyzing the features.

Computer vision holds a lot of similarities with human vision. Both aim at taking ac-

tions or make recommendation by learning experience. However, there exists significant

differences between them. As the Figure 1.1 shows, human vision uses human eyes to cap-

ture data from the world and human brain to deal with the captured information, and get the

result finally. Human vision is a complex process. How the human vision system perceives

and interprets things captured from eyes is still not completely understood. Computer vi-

sion usually uses cameras or sensing devices to capture photos or videos of the real world,

and simulates the abilities of human vision into computers by building models or algo-

rithms. In other words, computer vision can be treated as a technological implementation

of human vision.

Biometrics are human related personal characteristics used to label or distinguish in-

dividuals. In computer vision, biometrics are often adopted to measure human body char-

acteristics. The basic principle of biometrics is the unique link between individuals and

their biometric reference data. There are two types of human characteristics that are com-

monly used in computer vision area in the literature. The first type is human physiology.

It describes the shape of human body, such as mouse movement, fingerprint, palm, face,
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Figure 1.1: Illustration of (a) human vision and (b) computer vision.
.

Figure 1.2: Some examples of biometrics characteristics of human (a) physiology and (b)
behavior. Top row from left to right: fingerprint, palm, hand geometry, face, eyes, DNA.
Bottom row from left to right: hand gesture, gaze, typing rhythm, voice, gait.

.

DNA, hand geometry, iris, retina and odor or scent. The second type is human behaviour.

This type of characteristics is to describe the pattern of behavior of a person. Commonly

used characteristics contain but not limited to typing rhythm, gait pattern, gaze pattern,

signature, voice, and mouse movement. Research in [1] coined the term ’behaviometrics’

to describe these behavioral characteristics. Fig. 1.2 shows some examples of both types
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Figure 1.3: Some face related topics in computer vision.
.

Figure 1.4: Commonly used input types for face analysis.
.

of characteristics.

Face is one of the most informative human biometrics characteristics, containing ex-

pressive information of person. We can know the person’s gender, age, skin color, feelings

just by seeing the face. Many studies have studied the human face from the perspectives of

various different areas, ranging from computer vision and deep learning, to neuroscience

and biometrics. Fig. 1.3 shows some face analysis related topics of interest in computer

vision community, including but are not limited to Face Detection, Face Recognition, Fa-

cial Landmarks Detection, Head Pose Estimation, Emotion Recognition, Face Morphing,

Face Morphing Attack Detection, Face Anti-spoofing, and Face Video Analysis. As shown

in Fig. 1.4, the types of input of these models can be RGB images, depth maps, thermal

images, or videos.

With the fast development of computer hardware, imaging technology and deep learn-
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Figure 1.5: Main blocks of my work.
.

ing techniques, face related applications have been applied widely to daily lives, such as

access control, video surveillance, etc. The demands of face analysis are also growing

quickly in recent years. In the future, automatic face analysis will be one promising tool in

many areas.

As shown in Fig. 1.5, this dissertation refers two types of input data: still face images

and face videos. The first part focuses on image based face analysis in security of face

recognition system (FRS), like morphing attack and defense. Face Morphing Attack aims

at generating more realistic morphed faces. Morphing Defense aims at classifying bona

fide faces and different types of morphed faces. The second part studies video based human

health analysis. Two kinds of facial features are designed for autism diagnosis, i.e., facial

dynamics trait feature and facial micro-expression feature.
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1.1 Image based Face Morphing

1.1.1 Face Morphing Attacks

With the rapid development of deep learning technology, automatic face recognition (FR)

has become a key method in security-sensitive applications of identity management (e.g.

travel documents). However, the face recognition system is vulnerable to face morphing

attacks [2], which aim to create facial images that can be successfully matched to more than

one person. Existing face-morphing methods can be classified into two categories. One is

performed on the image level via landmark interpolation, like OpenCV [3], FaceMorpher

[4], LMA [5], WebMorph [6]. The other works are performed by manipulating latent codes

of generative adversarial networks (GAN), such as MIPGAN-II [7], MorGAN [5], Style-

GAN [8]. Both approaches have serious limitations. For landmark-based methods, as the

morphing process translates landmarks and the associated texture, misaligned pixels tend

to generate artifacts and ghost-like images, making the images unrealistic (i.e., easy for a

human observer to detect). Similarly, for GAN-based methods, unpleasant visual artifacts,

such as noticeable blurring and abnormal image patterns, often occur, often making mor-

phed faces unnatural (see Fig. 1.6). It is natural to seek an alternative approach to face

morphing attacks.

Transformer-based architectures have found successful applications in natural language

processing [9, 10, 11], object detection [12], image restoration [13, 14], video inpainting

[15, 16], image synthesis [17, 18, 19, 20, 21, 22], and so on. Inspired by the capability

of exploiting the long-range dependency of GANformer [18], we propose to develop the

GANformer-based morphing attack in a compositional latent space, as shown in Fig. ??

(b). The compositional latent space is composed of multiple latent components in local-

style and one latent component in global-style, respectively. Such a compositional design

allows us to have finer control of salient regions (e.g., face in the foreground) than the

less important region (e.g., background). Meanwhile, MorphGANFormer is bidirectional,
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Figure 1.6: Illustration of latent code modulation of (a) StyleGAN2 and (b) Our Mor-
phGANFormer. StyleGAN2 uses a single global-style latent code to modulate the whole
scene uniformly in one direction. Ours is a compositional latent code with 16 local- and
one-global-style components to impact different regions in the image allowing for spatially
finer control over the generation process bidirectionally. Figure (c) shows some morphing
results of StyleGAN2-based model and our MorphGANFormer (ours contain fewer visual
artifacts).

allowing the propagation of information between latent codes and image features in both

directions. In addition to long-range dependency, duplex attention on bipartite graphs fa-

cilitates the synthesis of high-resolution by keeping computation linear.

Under the transformer-based framework, we focus on the design of latent code in the

compositional space. Unlike GANformer [18] which simply adopts the loss function of

StyleGAN studies [23, 8], we have designed a class of loss functions specifically tailored

for face morphing applications. Our design attempts to expedite the search for a suit-

able latent code by combining the strengths of both landmark-based and GAN-based ap-

proaches. Both facial landmarks and features (e.g., histogram of orientated gradients [24])

are included as content-related regularization terms. Style-related regularization consists

of VGG-based perceptual loss and pixel-based MSE loss. The tradeoff between the style

and context loss terms allows us to strike an improved balance between visual quality (i.e.,

fewer artifacts) and attack success (i.e., better matching).

Morphing and demorphing [25, 26] are two sides of the same coin, although relatively

less attention has been paid to demorphing studies in the literature. The other contribution
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of this work is to conduct a dual study of demorphing in latent space, which complements

our construction of MorphGANFormer. For the first time, we address a fundamental issue

of vulnerability-detectability tradeoff for face morphing studies - i.e., what pair of images

should be used in morphing study? A pair of similar images (e.g., doppelganger [27])

might be desirable from a recognition vulnerability perspective but suffers from being more

easily detectable (i.e., higher APCER/BPCER rates). On the other hand, two random faces

enjoy the advantage from the attack detectability perspective, but sacrifice the recognition

vulnerability (i.e., lower MMPMR rate [28]). It is argued that neither the selection of

doppelgangers nor random pairs is optimal and a Lagrangian multiplier-based approach

should be used to achieve an improved trade-off between the recognition vulnerability and

the detectability of the attack [5]. The main contributions of this paper [29] are summarized

below.

• Design a transformer-based GAN model with a compositional latent space. It is

made up of 16 local-style latent code components and one extra global-style com-

ponent with 32 × 1 dimension for each. Different components can impact different

regions in the image, allowing for spatially finer control over the generation process

bidirectionally.

• Design special loss functions to improve the performance of the latent code optimiza-

tion problem by maximizing the similarity between the generated face and the target

face. Four types of loss function are adopted: biometric loss, landmark-based loss,

perceptual loss, and pixel-wise mean square error (MSE).

• Extend the study of transformer-based face morphing to demorphing using the same

generator. With the final morphed face and a given trusted live capture of one bona

fide face, we have shown how to successfully restore the other bona fide face.

• Experimental results with both Doppelganger and random selection to demonstrate

the trade-off between recognition vulnerability and attack detectability. We hope that
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this line of research will lead to a deeper understanding of adversarial attack and

defense in the study of face morphing and demorphing.

1.1.2 Morphing Attacks Detection and Fingerprinting

Like other security systems, morphing attacks and defenses co-evolve in a never-ending

race. The vulnerability of face recognition systems to morphing attacks has posed a severe

security threat due to the wide adoption of face biometrics in the real world. Despite rapid

progress, existing MAD methods are most constructed upon a small training dataset and

single modality, making them lack of good generalization properties. The performance of

existing MAD methods might be satisfactory for predefined morphing attack models, but

degrades rapidly when deployed in the real-world facing newly evolved attacks. Although

it is possible to alleviate such problem by fine-tuning the existing MAD model, the cost of

collecting labeled data for every new morphing attack is often formidable. Moreover, we

argue that MAD alone is not sufficient to meet the demand of increased security risk facing

FRS. A more aggressive countermeasure than MAD to formulate the problem of morphing

attack fingerprinting (MAF) - i.e., in addition to binary detection, we aim at a multiclass

classification of morphing attack models.

Based on the above observations, we first propose to formulate MAD as a few-shot

learning problem in this paper. Conventional few-shot learning (FSL) [30] learns the

knowledge from a few examples of each class and predict the class label of new test sam-

ples. Similarly, we train the detector using data from both predefined models and new attack

models (only a few samples are required) to predict unknown test samples. As illustrated in

Figure 1.7, few-shot MAD learning aims at learning general discriminative features, which

can be generalized from predefined to new attack models. In addition to binary MAD, we

also propose to explore few-shot learning in a generalized multiclass MAF problem, aiming

at classifying different attack models (a.k.a. model attribution [31]) from a few samples.

The problem of few-shot MAF is closely related to camera identification (ID) [32], camera
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Figure 1.7: Illustration of few-shot MAD task (left) and MAF task (right). In few-shot
MAD task, the training set contains bona fide faces and several predefined morphing types.
The test set contains bona fide faces from other data sources and several faces of new types.
Few-shot MAD is to train the detector on the training set and few collected faces (the red
box) in the test set to train the detector, and test it on other faces of the test set. Few-shot
learning for morphing attack fingerprinting (MAF), a multiclass extension of MAD. Each
class (morphing attack model) of the training set contains a few examples. After training,
the model can classify unseen test samples for each class.

model fingerprinting [33], and GAN fingerprinting (a.k.a. model attribution [31]) in the

literature. The main contributions [34] are summarized as follows.

• Problem formulation of few-shot learning for MAD/MAF. We challenge the widely

accepted assumptions by the MAD community, including NIST’s FRVT MORPH compe-

tition. Generalization property of MAD/MAF methods will turn out as important as the

optimization of recognition accuracy.

• Extend binary few-shot MAD into multiclass MAF in which both PRNU and Noiseprint

have demonstrated promising performance for forensic applications. We believe such an

extension will support other applications such as GAN model attribution and Deepfake

fingerprinting.

• Design a fusion-based FSL method with adaptive posterior learning (APL) for MAD/MAF.

By adaptively fusing the most surprising observations encountered by PRNU and Noiseprint,

we can optimize the performance of FS-MAD and FS-MAF at the system level. Extensive

experimental results have justified the superior generalization performance of the system

to all other competing methods.
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1.2 Video based Autism Diagnosis

1.2.1 Facial Dynamics Analysis

Autism is a prevalent neurodevelopmental disorder characterized by impairments in social

and communicative behaviors. Faces provide nonverbal information that are important

to social communication among typically developing persons. Studies have shown that

more than a half visual-based nonverbal behaviors of people are around the facial region -

e.g., facial expression changes, head movements, eye glances, brow raising, etc., in human

communication activities [35, 36]. Some behaviors related to facial dynamics like gaze

patterns have been explored in autism analysis and proved useful for autism detection.

However, most works are based on facial images or short videos. There is no video data

capturing the facial expression of ASD patients in a naturalistic setting. To fill in this gap, it

is desirable to construct a video dataset collected from realistic interviews, such as autism

diagnosis observation schedule (ADOS) [37]. Our collaboration with Caltech researchers

has greatly facilitated the construction of such a database based on the ADOS interviews

of nearly 50 patients from 2015 to 2017.

The patterns of nonverbal behavior of a person, such as the mobility, complexity, and

dynamic activation, can be quantified to provide clues for behavior analysis [38]. Motivated

by [39], we report a novel extension of previous studies into autism trait classification by fa-

cial expressions. More specifically, we will extract the facial dynamic nonverbal features of

people with autism to automatically classify ASD persons with different severity from raw

interaction video data called ADOS. As the golden standard for the research diagnosis of

autism, each ADOS video contains 15 observation activities such as story telling and tooth

brushing. During the interview, the examiner presents the participant being assessed with

numerous opportunities to exhibit behaviors of interest in the diagnosis of autism through

standard procedures for communication and social interaction. These videos are designed

to capture the abnormal behaviors in people with ASD, and rich in terms of behaviors to
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analyze. All videos have been scored by ADOS-reliable clinical psychologists with con-

sensus, and overall ratings are made at the end of the schedule. These ratings (i.e., autism,

autism spectrum, and non-spectrum) can be used to formulate a diagnosis result through

the use of a diagnostic algorithm. We aim at discovering whether an AI-enabled method

can be developed to automatically evaluate ASD traits from the interview videos. To the

best of our knowledge, this work is the first to examine a computational approach on ADOS

interview videos for autism analysis and measure the severity of autism computationally.

The major contributions of this research [40] are summarized into the following four

aspects:

• Construct the first dataset of long interview videos for ASD diagnosis with manually

labelled scores and data sheet. Unlike popular short videos (e.g., TikTok), efficient

and reliable analysis of hour-long video has remained an under-researched field in

computer vision.

• Develop an ADOS video classification system capable of ASD trait classification

by integrating spatio-temporal feature extraction and K-SVD sparse coding with

marginal Fisher analysis (MFA).

• Propose a few-shot learning (FSL) extension of the developed system for ASD clas-

sification based on distribution calibration and adaptive posterior learning. When

combined with feature-level fusion of each scene, our FSL system has reached the

accuracy of 91.72% on the Caltech ADOS video data.

• Demonstrate the benefit of scene-level fusion, as well as unequal distribution of

ASD-diagnostic information among different scenes. Our scene-level analysis re-

sults support the hypothesis that ASD is a complex condition beyond three-category

classification, implying the necessity for further study on ASD phenotyping.
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1.2.2 Facial Micro-Expression Analysis

Human face and its expressions can be the window to the soul. We can tell a lot about some-

one by their faces. Knowing how to read faces is one essential skills in social communica-

tion. Recently facial expression analysis has attracted great interest in wide application ar-

eas such as behavior analysis, video communication, e-health, human-machine interaction.

For example, during online visual-conferences between several participants, facial expres-

sion analysis can strengthen social interaction between all participants. In electronic health

applications, facial expressions analysis can help to better understand patients’ minds and

pain.

Figure 1.8: The samples of facial (a) micro- and (b) macro- expression of happiness (top)
and disgust (bottom).

Basically, facial expression contains two types: micro- and macro- expression [41]. As

shown in Fig. 1.8, macro-expression is easy to be perceived in daily interactions, since

they are obvious, lasts long. However, micro-expression often occurs when people are

trying to conceal or repress their true feelings. It is not easy to be noticed, and lasts short.

The main difference between them are the duration and the intensity of expression. Since

macro-expressions are often obvious, it can be analyzed based on a single image. But

micro-expressions indicate brief and subtle facial movements, so it needs to be analyzed

across an image sequence due to their low intensity. Micro-expressions often reveal true

emotions that a person is attempting to suppress, hide, mask, or conceal. These expressions
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reflect a person’s real emotional state. So, micro-expressions are especially important in

high-risk situations like lie detection, criminal investigation, and clinical and diagnosis.

Individuals with ASD is widely known to have difficulties with socio-emotion interac-

tion, suffering from communication disorder and emotional dysregulation, together with

rigid and repetitive behaviors. These difficulties can lead to problems related to perfor-

mance of expressive language, social, and emotional adaptive skills [42]. All individuals

diagnosed with ASD, experience either one or more aforementioned difficulties regardless

of the severity levels of diagnosis.

In the aspect of emotions, it is reported that individuals with ASD usually do not show

the emotions in a way that normal people would able to recognize and understand. It is ei-

ther they do not respond emotionally, or their emotional responses might sometimes seem

over overreaction. There are many research that have been embarked around recognizing

human emotions, particularly for autistic children and individuals. This study focuses on

showing how to analyze human emotions felt by the autistic persons. The major contribu-

tions of this research are summarized into the following aspects:

• Utilize computer vision and machine learning methods to analyze face micro-expression

movements of the participants in the hour-long ADOS video sequences for the diag-

nosis of ASD.

• Develop a ADOS video based binary classification system by spotting facial micro-

expression movements and extracting subtle facial movements features with opti-

cal flow and local patches. When combined with decision-level fusion of different

scenes, our system has reached the accuracy of 97.32% on ADOS video data.

• Demonstrate the necessity and effectiveness of combining micro-expression spotting

and recognition tasks on scene-level fusion to handle with hour-long ADOS videos.
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1.3 Organization

In the rest, we separately discuss the two parts of our works in detail. Chapter 2 gives a thor-

ough description of related works on these fields. Chapter 3 describes a transformer based

morphing attack generation model MorphGANFormer, and the few-shot single-image Mor-

phing Attack Detection and Fingerprinting method. Chapter 4 presents the discriminative

few-shot learning of Facial Dynamics feature and face micro-expression analysis in inter-

view ADOS videos for autism classification. In Chapter 5, conclusions and future works

are summarized.
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CHAPTER 2

REVIEW OF RELATED RESEARCH

This chapter gives an overview of related works, containing face morphing and de-morphing,

morphing detection, few-shot learning, transformer, sensor noise pattern, autism research

on all kinds of behaviors, like gaze pattern, emotion, speech traits, body movements, etc.,

facial micro-expression, and so on.

2.1 Face Morphing

With the fast development of deep learning techniques, face recognition systems (FRS)

[43, 44] have emerged as a popular technique for person identification and verification

due to the ease of capturing face biometrics. In our daily lives, one of the most relevant

applications of FRS is the Automatic Border Control (ABC) system, which can rapidly

verify a person’s identity with his electronic machine-readable travel document (eMRTD)

[45] by comparing the face image of the traveler with a reference in the database.

Though FRS with high accuracy can effectively distinguish an individual from other

subjects, it is also prone to be attacked to mislead or conceal the real identity. In past years,

researchers have pointed out diverse potential vulnerabilities of biometric recognition sys-

tems [46], espacially with the development of image and video manipulation technique

[47, 48]. In particular, as with all the applications, FRS has been found to be vulnerable

to various attacks such as presentation attacks (a.k.a. spoofing attacks) [49, 50, 51, 52, 53,

54] with a goal to subvert the FRS by presenting an artifact using electronic display at-

tack, print attack, replay attack, 3D face mask attacks, etc. Besides, recent research found

that attacks based on morphed face images [55, 56], i.e., morphing attacks, pose a severe

security risk across various applications.

Morphing attacks was first introduced in 2014 [55], and the authors showed that com-
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Figure 2.1: Some morphed face images generated using two bona fide faces.
.

mercial face recognition software tools are highly vulnerable to such attacks. In a further

study [57], the authors showed that morphed face images are realistic enough to fool human

examiners. Fig. 2.1 presents some morphed examples. The faces in the middle column are

called morphed faces, which are generated by combining two bona fide faces in the first

and third columns. One can see the morphed faces show strong visual resemblance to both

bona fide faces. Face morphing can be treated as “a seamless transition of a facial image

transforming a facial image into another” [58] in the context of biometrics. The morphed

face image can be successfully verified against probe samples of both contributing subjects.

Presentation attacks try to interfere with the operation of the FRS [59] by presenting an

attack instrument (e.g. print outs or electronic displays) to the face capture device. Mor-

phing attacks represent a presentation attack at the time of enrollment. Fig. 2.2 gives an

illustration of this attack. The basic idea is that: first, a morphed face image is generated by

combining images of two real face including criminal’s and accomplice’s, which resembles

the biometric information of the real individuals in image and feature domain; and then the
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Figure 2.2: Illustration of face morphing attack procedure.
.

morphed image is enrolled as an identity template of the FRS by the accomplice; in a suc-

cessful attack, the criminal contributing to the morphed image will be successfully verified

against that single enrolled template. This means the basic principle of biometrics, the

unique link between individuals and their biometric reference data, is violated. A wanted

criminal is easy to obtain a legitimate eMRTD by morphing his/her facial image with an

accomplice who will use the morphed face to apply for a passport.

2.1.1 Morphing Attacks Generation

With the emergence of face morphing generation techniques [60, 5, 61, 23], and numer-

ous easy-to-use face morphing software, e.g., MorphThing [62], 3Dthis Face Morph [63],

Face Swap Online [64], Abrosoft FantaMorph [65], FaceMorpher [66], the accomplice

can easily submit the generated morphed image for system enrollment. As the morphed

image’s facial feature resembles the applicant’s face, the system approves the application.

Eventually, a malicious person can successfully pass the system’s check. Existing gener-

ation methods can be roughly divided into two groups: landmark-based method and deep

learning based method.

Landmark-based Generation. Morphed face is initially performed by detecting facial
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landmarks of two bona fide faces. The final morphed face is generated by landmark inter-

polation and texture blending. Most popular methods contain OpenCV [3], FaceMorpher

[4], LMA [5], WebMorph [6], and so on.

In OpenCV [3] algorithm, face landmarks of bona fide faces are obtained by Dlib and

then used to form Delaunay triangles [67], which are in-turn warped and alpha blended.

Only the facial area is morphed and stitched into one of the original morphed images. Face-

Morpher [4] is also an open-source tool similar to OpenCV, but with the STASM [68] land-

mark detector instead. Both algorithms create morphs with noticeable ghosting artifacts,

as the region outside the area covered by these landmarks is simply averaged. WebMorph

[6] is an online landmark-based morphing tool, which requires 189 landmarks, to generate

morphed images with better alignment and of an overall higher visual quality. Ghosting

artifacts are still visible and prominent around the hair and neck area, but are noticeably

improved around the ears. Similar to OpenCV and FaceMorpher, LMA [5] is performed

by detecting facial landmarks, the mean face points for each image are calculated and each

image is then warped to sit on these coordinates after performing the Delaunay Triangula-

tion, but it uses 194 points detected by an ensemble of randomized regression trees [69].

One special is a private Combined Morphs tool used in AMSL face morph image database

[70]. This tool can generate very realistic morphs with virtually no ghosting artifacts, even

around the hair and neck area, because of the additional poisson image editing.

GAN-based Generation. Taking advantage of the advanced GAN architectures and their

ability to produce synthetic images, and to avoid the image-level interpolation, a few GAN-

based morphing approach were proposed. StyleGAN2 [8] is a morphing algorithm which

can generate high resolution realistic looking faces with no noticeable artifacts. The real

images are projected into the latent space, and latent vectors are linearly interpolated to

generate a new latent vector of the morphs, which are fed back into the generator. Based on

StyleGAN [23], the MIPGAN-II [7] was designed to generate images with higher identity

preservation by introducing a loss to optimize the identity preservation in the latent vector.
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Figure 2.3: Illustration of two morphing attack detection scenarios: (a) single image based
morphing attack detection, and (b) differential image based morphing attack detection.

.

MorGAN [5] is a face morphing attack approach, based on automatic image generation

using a specially designed GAN. Based on the MorGAN, an enhanced version of data

generated by CIEMorGAN [71] is released, which attempts to suppress the generation

artifacts and increase the image resolution.

2.1.2 Morphing Attack Detection

There is an imminent need to protect the security of FRS by detecting morphing attacks. In

order to protect the security of FRS, the detection of face morphing attack is becoming an

urgent problem to be resolved. In the recent past, a number of morphing attack detection

(MAD) approaches have been proposed. Focusing on the workflow (face pre-processing,
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feature extraction, and detection) of a generic biometric system, proposed approaches can

be coarsely categorized in two types with respect to the considered morph detection sce-

nario as shown in Fig. 2.3: (a) single image based MAD (S-MAD), i.e. no-reference

morph detection; (b) differential image based MAD (D-MAD). Fig. 2.3 (a) is a basic S-

MAD method focusing on a single potentially morphed image presented to the algorithm.

The detection action occurs during enrollment, e.g. the passport application process. Fig.

2.3 (b) is a D-MAD method to distinguish morphed and bona fide face images with a cor-

responding face image captured in a trusted environment. The detection action occurs at

the time of identity validation, e.g. passing through an Automated Border Control gates at

borders.

Existing S-MAD methods can be further classified into two subtypes [72]: model-based

(using handcraft features) and deep learning-based. Photo-Response Non-Uniformity (PRNU)

noise based methods [73, 74, 75, 76] represents the former subtype for its popularity and

outstanding performance. Originally proposed for camera identification, PRNU turns out

to be useful for detecting the liveness of face photos. For the latter subtype, Noiseprint

[33] used a CNN to learn salient features, aiming at improving the detection performance

as well as supporting fingerprinting applications.

Model-based S-MAD. Residual noise feature-based methods are designed to analyze the

pixel discontinuity that may be largely impacted by the morphing process. Generally, the

noise patterns are extracted by subtracting the given image from a denoised version of the

same image via different models, such as deep Multi-scale Context Aggregation Network

(MS-CAN) [77]. The most popular one should be sensor noise patterns, such as PRNU.

Both PRNU-based [76, 73, 74, 75] and scale-space ensemble approaches [78, 79] were

studied recently.

Learning-based S-MAD. Along with rapid advance in deep learning, many methods have

considered the extraction of deep learning feature for detection. The use of convolutional

neural networks has reported promising results [80]. Most works are based on pretrained
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networks and transfer learning. The commonly adopted deep models contain AlexNet

[81], VGG16 [82], VGG19 [82, 79], GoogleNet [83], ResNet [84], etc. Besides, a few

self-design models were proposed too. More recently, a deep residual color noise pattern

was proposed for MAD in [85]; and an attention-based deep neural network (DNN) [86]

was studied focusing on the salient Regions of Interest (ROI) which have the most spatial

support for morph detector decision function.

Differential Image based MAD (D-MAD). Existing methods mainly focus on feature

difference and demorphing. In feature difference based methods, features, such as texture

information [87], 3D information [88], gradient information, landmark points [89] and

deep feature information [90], of the suspected image and the live image are subtracted

and further classified. The idea behind demorphing methods is to invert the morphing

procedure and reveal the component images that are used to generate the morphed image.

The commonly used features contain landmark points [25] and deep learning feature [91].

Some GAN-based, like FD-GAN [92], cGAN [93], and Siamese architecture based [94]

detection methods were proposed.

2.2 Face De-Morphing

The common definition of demorphing is that by using one bona fide identity as a reference

image, the morphed face image can be reverted (or demorphed) to reveal the identity of

the other bona fide subject. In [25], the authors reverse the morphing operation to find

the second bona fide by exploiting the live image acquired from the first bona fide. In

FD-GAN [92], the authors designed a symmetric dual network and adopted two layers of

restoration losses to separate the second bona fide’s face image. The basic idea is that it

first restores the image of the second bona fide from the given morphed input using the

first bona fide as a reference, and then tries to restore the first bona fide from the morphed

image with the restored second bona fide as a reference. In [93], a conditional GAN is

designed to disentangle identity from the morphed image using the pixel difference by
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minimizing conditional entropy. Recently, [95] proposed a method to recover both bona

fide face images simultaneously from a single given morphed face image without reference

image or prior knowledge. Such blind demorphing is conceptually similar to the unmixing

of hyperspectral images.

In addition, some works have been proposed that treat face demorphing as a technique

to detect reference-based morphing attacks [91, 96]. For example, in [96], the authors

apply a fusion of two differential morphing attack detection methods, i.e., demorphing and

deep-face representations, for detection. [26] focuses on the robustness of face demorphing

and uses it as a technique to protect face recognition systems against the well-known threat

of morphing.

2.3 Few-Shot Learning

Few-shot learning addresses the challenge with the generalization property of deep neu-

ral networks - i.e., how can a model quickly generalize after only seeing a few examples

from each class? Early approaches include meta-learning models [97] and deep metric-

learning techniques [30]. More recent advances have explored new directions such as re-

lation network [98], meta-transfer learning [99], adaptive posterior learning (APL) [100],

and Clustering-based Object Seeker with Shared Object Concentrator (COSOC) [101].

2.4 Camera and Manipulation Fingerprinting

PRNU, as a model-based device fingerprint, has been used to carry out multiple digital

forensic tasks, such as device identification [102], device linking [103], forgery localization

[104], detection of digital forgeries [105]. It can find any type of forgeries, irrespective of

its nature, since the lack of PRNU is seen as a possible clue of manipulation. Moreover,

the PRNU based MAD methods [73, 74, 75, 76] also confirm the usefulness of sensor

fingerprint on MAD.

In recent years, PRNU has been successfully applied in MAD [74, 73, 75]. The method
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in [74] shows region-based spectral analysis of PRNU reliably detects morphed face im-

ages, while it fails if image post-processing is applied to generated morphs. Based on

previous work, a PRNU variance analysis was performed in [73]. It focused on the local

variations of face images, which can be useful as a reliable indicator for image morphing.

The work in [75] proposed an improved version of the scheme based on previous PRNU

variance analysis across image blocks.

2.5 Transformer in Computer Vision

The transformer that focuses on long-range relationships, is a highly successful model in

natural language processing [9, 10, 11] which inspired the development of self-attention

for image classification. The transformer-based architectures has been applied into many

other vision tasks, such as detection [12], image restoration [13, 14], video inpainting [15,

16], etc, and various applications of daily lives, like illicit drug identification on Instagram

[106, 107, 108], mapping of urban canyon geometry [109], and achieves state-of-the-art in

most tasks.

The famous one that is worth mentioning is Vision Transformer (ViT) [110], one of the

first research efforts at the intersection of Transformers and computer vision. It is becoming

a more dominating technique in various vision tasks in comparison to Convolutional Neu-

ral Network (CNN). The main difference between transformer and CNN is that transformer

splits an image into a sequence of patches and applies uses self-attention operations, not

convolution operations. Another success is BERT (Bidirectional Encoder Representations

from Transformers) [11], which is originally designed to pre-train deep bidirectional rep-

resentations from unlabeled text by jointly conditioning on both left and right context in all

layers. It is quickly adopted by a self-supervised learning framework in computer vision,

Bidirectional Encoder representation from Image Transformers (BEiT) [111].

Many studies have been proposed to achieve similar performance to CNN with the same

amount of data. The appealing performance of transformer is generally attributed to the
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long-range modeling capacity. However, one of the challenges that vision transformers are

faced with is the large number of visual tokens because the computational cost quadratically

increases along with the token number.

2.6 Autism Diagnosis

Autism Spectrum Disorder (ASD) is a developmental disorder that affects communication

and behavior [112]. Individuals with ASD often have difficulty interpreting and regulat-

ing their own emotions, as well as understanding the emotions expressed by others [113].

Studies on facial expression/emotion recognition and ASD have primarily used static im-

ages with posed expressions in the literature (e.g., [114] and [115]). Despite the extension

into dynamic video with posed facial expression [116], there is still no automated and

comprehensive analysis of facial expression in autism, especially in natural settings [117].

Existing research on computer vision for ASD diagnosis are mainly in eye-tracking data

[118] and self-person perspective photos [119]. This is primarily due to the lack of video

data collected from realistic interviews capturing the facial expression of ASD patients.

The rise of artificial intelligence (AI), including machine learning (ML) and computer

vision (CV) technologies, has made impressive progress from face recognition and emo-

tion analysis to action detection and speech recognition. Rapid advances in AI have also

leveraged on the field of behavior imaging for understanding human behaviors [120, 121]

and early diagnosis of autism [122]. ML technology has enhanced the diagnosis and inter-

vention research in behavioral sciences such as depression diagnosis [39, 123] and stroke

rehabilitation [124, 125]. In recent years, CV-based approaches have presented a class of

quantitative and objective diagnosis tools for ASD by focusing on gaze patterns (e.g., eye

movement [126], [127], visual attention [118], [128] or eye tracking [129], [130]) or body

movements (e.g., gesture analysis [131], motor skills [132], and repetitive behaviors [133]).

As of today, there still lacks a CV-based study about the feasibility of ASD classification

based on facial expression.
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Table 2.1: The ASD diagnosis methods using ML techniques. “-” means N/A.
Methods Target Group Characteristic Data Description Participants Algorithm/Model

Jiang&Zhao [118] adult gaze pattern image 20ASD+19TD DNN
Eraslan et al. [134] adult gaze pattern image 15ASD+15TD Scanpath Trend Analysis
Ahuja et al. [135] adult gaze pattern video 35ASD+25TD Gaze features
Tao&Shyu [130] child gaze pattern image 14ASD+14TD CNN+LSTM
Duan et al. [129] child gaze pattern image 13ASD GAN
Dris et al. [127] child gaze pattern image - Region of Interests
Wei et al. [128] child gaze pattern image - CNN
Li et al. [136] child gaze pattern video 53ASD+136TD Displacement Feature
Wan et al. [137] child gaze pattern image 37ASD+37TD Areas of Interest
Fernández et al. [138] child gaze pattern image 8ASD+23TD CNN
Liu et al. [139] child gaze pattern on face image 29ASD+2groups TD K-means
Jiang et al. [140] - gaze pattern on face image 23ASD+35TD DNN
Kaliukhovich et al. [141] child+adult gaze pattern images 94ASD+38TD -
Leo et al. [142] child facial expression image 17ASD+10TD CNN
Beary et al. [143] child facial expression image 1,507ASD+1,507TD MobileNet
Akter et al. [144] child facial expression image 1,468ASD+1,468TD MobileNet-V1
Lu& Perkowski [145] child facial features image 561ASD+561TD VGG16
Kowallik et al. [146] adult facial expression image 55ASD Logistic Regression
Lecciso et al. [147] child facial expression image 12ASD -
Guo et al. [148] child facial expression image 30ASD+30TD -
Elshoky et al. [149] child facial features image 2,936 A set of ML methods
Bangerter et al. [150] child+adult facial expression video 124ASD+41NT Gaussian Mixture Model
Banire et al. [151] child facial expression video 20ASD+26TD CNN
Zlibut et al. [152] adult facial expression video 27ASD+57NT K-means
Alvari et al. [153] child facial expression video 18ASD+15TD Openface
Zunino et al. [131] child grasping a bottle video 20ASD+20TD LSTM
Crippa et al. [132] child reach-to-drop task video 15ASD+15TD Kinematic Measures
Tian et al. [133] child repetitive behavior video - CNN
Oller et al. [154] child speech acoustic data 232 LDA

Ecker et al. [155] adult brain anatomy - -
Volumetric&Geometric
feature of cortical surface

Sherkatghanad et al. [156] adult brain imaging image 539ASD+573TD CNN
Thabtah&Peebles [157] adult questionnaires text 189ASD+515TD Rule-based architecture
Devika&Chinnaiyan [158] adult+toddler questionnaires text - A set of ML methods
Nasser et al. [159] all questionnaires text 1100 instances ANN
Raj&Masood [160] all questionnaires text 1100 instances A set of ML methods
Peral et al. [161] all questionnaires text 1100 instances A set of ML methods
Hossain et al. [162] all questionnaires text 1100 instances A set of ML methods
Küpper et al. [163] adult behavior ADOS codes 385ASD+288TD SVM
Ruan et al. [119] adult attention behavior photos 16ASD+21TD DNN
Subah et al. [164] child+adult fMRI image 402ASD+464TD DNN

The widely accepted behaviors that people with ASD are mainly indicated in gaze pat-

terns, hand gestures, speech traits, and reciprocal social exchange. Due to the heterogeneity

of ASD symptoms, participants may only demonstrate abnormalities in a subset of these

categories. Recently, machine learning methods have been applied to autism analysis and

diagnosis with various modalities, such as atypical visual scanning patterns during face

and emotion perception, abnormal hand gestures and body behaviors, strange speech traits

(e.g., loud volume, limited vocal variation, abnormal speech speed), etc. Here, major re-

lated works are discussed briefly.
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2.6.1 Gaze Pattern

People with ASD have atypical attention towards visual stimuli such as human faces [165].

Lots of research on the gaze pattern has been done in autism and developmental disorders

[166, 167, 168, 169, 170, 171, 172, 173, 174, 135, 138, 134]. ML-based methods have

been widely used and achieved good performance in various applications of gaze pattern

analysis. In [118], the authors concentrated on the analysis of differences in eye movement

patterns between healthy people and those with ASD via a Deep Neural Network (DNN),

and a Fisher-score-based image selection method was adopted to learn more discriminative

features for efficient and accurate diagnosis. In [129, 138, 128] proposed saliency predic-

tion models based on deep neural networks- e.g., Generative Adversarial Network (GAN),

Convolutional Neural Network (CNN), to predict atypical visual attention of children with

ASD. Most recently, SP-ASDNet [130] is a framework which uses both CNN and Long

Short-Term Memory (LSTM) networks to classify whether an observer is typically devel-

oped (TD) or has ASD based on the gaze’s scan path.

Traditional ML methods like Support Vector Machine (SVM) have also been used for

gaze pattern analysis [135, 127, 136, 137]. In [135], five gaze features (standard deviation

of gaze points, standard deviation of difference in gaze points, standard deviation between

the gaze and annotated object of interest, RMSE between the gaze and annotated object

of interest, and delay in looking at the object of interest) were calculated for binary clas-

sification using SVM. In [136], a method to automatically recognize ASD children was

proposed for raw video data via analyzing the trajectory of eye movement and used the

SVM for classification. In [137], the fixation times of children with ASD was investigated

for classification and demonstrated that a short video clip may provide enough information

to distinguish ASD from TD children. In [126], both electroencephalography (EEG) and

eye movements were considered for ASD diagnosis. They have used several methods like

SVM, logistic regression, deep neural network, and Gaussian Naive Bayes for classifica-

tion. Recent work [134] used scan-path trend analysis (STA) to identify the trending path
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of users on a web page based on their eye movements. [141] applied eye-tracking in chil-

dren and adults to assess the allocation of visual attention in a dynamic social orientation

paradigm, and found qualitative differences across ages in ASD.

2.6.2 Interpretation of Facial Expressions

The human faces are among the most important visual stimuli for social interactions. Fail-

ure to accurately interpret facial expressions (i.e., happiness, surprise, fear, anger, disgust,

sadness) [175, 176, 177, 178] and face-processing [179, 180, 181, 38, 182, 183, 184] is one

of the key impairments in ASD. Recent works also indicate that observers with ASD have

difficulties using patterns of facial motion to judge identity and gender, and may be less

able to derive global motion perception [165, 185, 186, 187]. Machine learning methods

have been used in this kind of analysis. In [139], a machine learning method is proposed

to classify children with ASD and two groups of matched controls by analyzing the gaze

patterns in a face recognition task. Despite their prominent accuracy, the face stimuli and

the structured recognition task are highly dependent on the existing knowledge about ASD,

limiting their generalizability to other clinical populations or young children who may fail

to understand or comply with the task instruction. In [140], a Dynamic Affect Recognition

Evaluation (DARE) task was adopted to distinguish between ASD and TD. Participants

were asked to recognize one of six emotions while observing a slowly transitioning face

video, and their response time and eye movements were recorded.

Besides, analyzing the facial expressions of participants to distinguish the differences

between ASD and TD is also a good point. Many works have been proposed in recent

years. In [144], a transfer-learning-based autism face recognition framework is proposed

to identify kids with ASD in the early stages of face images collected from the Kaggle data

repository. In [143], it introduced a deep learning model based on MobileNet to classify

children with ASD. In [148], a facial expression analysis system is proposed to evaluate the

differences of empathy ability between ASD and TD children by analyzing the real-time
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facial expressions of children. In [145], a VGG16 transfer learning-based ASD screening

solution is designed to detect ASD using facial images on a unique ASD dataset of clin-

ically diagnosed children. In [149], the authors used various machine learning methods

(SVM, Random Forest, deep learning, etc.) to predict ASD in children using facial images.

In [147], several computer-based interventions are designed to help children with an autism

spectrum condition to improve the emotional competencies.

In addition, video data can provide more information for analysis. In [150], it used

automated facial analysis software to investigate the differences between ASD and TD

groups of children and adults with short clips of video. The authors in [151] designed two

face-based attention recognition models to detect and classify children with ASD. One is

based on geometric feature transformation and the other is based on the transformation of

time-domain spatial features to 2D spatial images. The author in [153] investigated the

facial expressions of infants to analyze facial micromovements in videos to extract the sub-

tle dynamics of Social Smiles. In [142], it analyzed how ASD and TD children produce

facial expressions by monitoring facial muscle movements, and the output is then fused

to model the individual ability to produce facial expressions. In [152], facial expression

coding and clustering approach are applied to find differences between autistic and neu-

rotypical adults. In [146], it applied a baseline-intervention-retest design to investigate the

impact of imitation on facial emotion recognition with six basic emotional expressions.

2.6.3 Body Movements

The underlying rationale of using body movements for ASD detection comes from psy-

chological and neuroscience studies, claiming that the executions of simple motor acts

are different between pathological and healthy subjects, and this can be used to discrim-

inate between them. In this category, the behaviors of subjects are mostly recorded by

video cameras [131, 133, 188, 189]. In [131], a simple gesture of grasping a bottle by

patients and healthy children was recorded and processed by a Recurrent Deep Neural
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Network (RNN) for classification. [133] introduced an end-to-end deep architecture, the

one glimpse early ASD detection (O-GAD) network, for video-based early ASD detection

via taking arbitrary-length videos as input. The network can detect ASD typical actions

and determine if repetitive behaviors appeared only at one glimpse. [132] developed a su-

pervised ML method to determine whether a simple upper-limb movement (reach-to-drop

task) could be useful to accurately classify low-functioning children with ASD aged 2 to 4.

This work offered insight into a possible motor signature of ASD that may be potentially

useful in identifying a well-defined subset of patients, reducing the clinical heterogeneity

within the broad behavioral phenotype.

2.6.4 Speech Traits

For generations, the vocal study and its role in language have been conducted laboriously,

with human transcribers and analysts coding and taking measurements from small recorded

samples. Large-scale statistical analysis of strategically selected acoustic parameters on

the development of infant control over infrastructural characteristics of speech is not only

able to track children’s development of acoustic parameters known to play key roles in

speech, but also is able to differentiate vocalizations from typically developing children

and children with autism or language delay. [154] adopted this analysis method to show

the potential to fundamentally enhance research in vocal development and to add a fully

objective measure to detect speech-related disorders, such as autism, in early childhood.

2.6.5 Questionnaires

There are some datasets published in the form of questionnaires [157, 190, 158]. A set of

questions are designed for diagnosing ASD. The participants are asked to answer the ques-

tions for data collecting. For example, [159, 160, 161, 162] used the dataset collected from

the UCI Repository, which are ASD Screening Data for Adult [191], Children [192], and

Adolescent [193]. These datasets have 20 common attributes that are used for prediction,
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such as age, sex, behavioral features, jaundice attributes.

2.6.6 Others

Other methods such as brain imaging are also used for ASD detection -e.g., a multiparam-

eter classification approach was developed in [155] to characterize the complex and subtle

structural pattern of gray matter anatomy implicated in adults with ASD and discrimi-

nate between ASD and TD control by SVM. Resting-state functional magnetic resonance

imaging (fMRI) data from a multisite dataset named the Autism Brain Imaging Exchange

(ABIDE) were used in [156] for ASD detection. A deep neural network (DNN) classifier

was proposed in [164] proposed to detect ASD using functional connectivity features of

resting-state fMRI data such as ABIDE dataset. Most recently, photos taken by ASD are

shown to have different characteristics from controls in [119, 168]. A summary of existing

autism diagnosis methods using ML techniques is shown in Table 2.1. More survey works

can be referred to in papers [194, 195, 196].

2.7 Emotion Recognition for ASD

There are a lot research on emotion recognition for autism spectrum disorder diagnosis.

The commonly used stimuli to invoke emotions of participants contains picture, video and

task. Picture, is a series of images that invoke the desired emotions. Video, is a bi-sensory

stimulation that combines audio and visual stimulus. Task, is a directive real-life situation

that elicit the desired emotions. The evoked emotions includes some basic emotions, like

fear, anger, happiness, sadness, disgust, surprise, etc. An effective method for the paradigm

of elicitation is to watch an emotional picture/video or do some tasks while maintaining

a neutral expression (i.e. suppressing emotions). A common approach adopted in the

published literature consists of presenting participants with emotional content which is

expected to rouse their emotions, while at the same time asking them to disguise their

emotions and maintain a neutral facial expression [197]. And for the types of extracted
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feature about emotions includes optical flow, spatio-temporal, thermal intensity value(TIV)

from thermal images, EEG, texture, etc. Commonly used types of classifiers have K-NN,

K-means, SVM, Decision Tree, GMM, CNN, etc.

2.8 Facial Micro-Expression Analysis

Micro-expression analysis contains two basic tasks: spotting and recognition. Spotting

is to locate the time interval where micro-expressions are detected in the video sequence.

Recognition is to classify micro-expressions. Spotting is a vital step, which is a prerequisite

for further recognition. With the development of deep learning, the recognition task gained

a widespread popularity, while the spotting task, especially on long videos still remain

subdued [198, 199].

2.8.1 Micro-Expression Spotting

Generally, facial expressions usually undergo three distinct phases: onset, apex, and offset.

In [200], it describes that onset occurs when facial muscles begin contracting, apex is the

phase where the facial action is at its peak intensity, and offset occurs when the facial

muscles return back to neutral state. The task of spotting is to locate the duration segments

from onset to offset. The major challenges of spotting contains: (1) relies on setting the

optimal thresholds to detect micro-expression for any given feature; (2) different people

may perform different extra facial actions, such as some people blink habitually, while

other people sniff more frequently; (3) when recording videos, many comprehensive factors

may significantly influence the micro-expression spotting, like head movement, physical

activity, recording environment, lighting condition.

A discriminative feature should be able to capture the difference in both spatial and

temporal domains, and should be able to capture the micro-level differences. The published

studies on micro-expression spotting can be classified as appearance-based, motion-based,

and general methods. For appearance-based methods, most commonly adopted feature
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contains local binary pattern (LBP) [201, 202, 203], histogram of oriented gradients [204,

203] for feature difference analysis between two frames in a fixed duration. Some works

adopt established pre-processing techniques involving landmark detection, region masking,

and region of interest (ROI) selection. The micro-expression is determined if the frame’s

feature vector is above the threshold set for peak detection. Motion-based approaches focus

on characterizing the subtle facial movements. Most commonly used motion feature is

optical flow. In [205], the authors first introduced optical strain (a derivative of optical

flow) to analyze subtle motion changes based on the elastic deformation of facial skin

tissue by considering the amount of strain observed across time at different facial regions.

To encourage researchers towards spotting micro-expressions in long videos, the micro-

expression community has also organized the 3rd MEGC Workshop (MEGC2020) [206].

2.8.2 Micro-Expression Recognition

Micro-Expression recognition is to attempts to categorize a video of micro-expressions into

one of the expression classes, such as happiness, sadness, disgust, fear, contempt, anger,

surprise, etc. Various inputs are used in recognition task, such as apex frame, onset to apex,

onset and apex, image with dynamic information, optical flow and combinations [207].

In recent years, the development of micro-expression has been very rapid. Early study

on micro-expression recognition focused on extracting handcrafted features. For example,

in [208], they use local binary pattern histograms from three orthogonal planes (LBP-TOP)

to describe the spatio-temporal local textures. In [209], they use bi-weighted oriented op-

tical flow (Bi-WOOF) to encode essential expressiveness. And in [210], the sparse part of

robust PCA is used to extract the subtle motion information. Besides, motion magnification

[203] and hierarchical spatial division scheme [211] are also proposed.

With the popularity of deep learning methods, most studies on recognition has begun

to design deep learning based frameworks for micro-expression recognition. The possi-

ble first work uses transfer learning from objects and facial expression-based CNN models
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[212]. In the following years, different strategies were proposed, such as 3D flow-based

[213], facial appearance and geometry [214], 2D landmark feature map [215], incorporat-

ing unique gender characteristics [216], etc. Most popular is optical-flow-based [217, 218].

Efficient neural networks, like CNN, LSTM, GCN [219], etc., and their variant structures

or combinations are designed to complete the feature learning task. Besides, there are some

strategies used for recognition, such as capsule networks [220], and knowledge distillation

[221].

2.9 Optical Flow Estimation

Optical flow is used to estimate pixel motion between video frames. In early stage, it is

considered as an energy minimization problem aiming to obtain an ideal trade-off between

feature similarities and motion smoothness [222, 223]. Major improvements in this era

came from better designs of similarity and regularization terms. The problem is that it is

hard to get precise flow fields by hand-crafted features and optimization objectives. The

rise of deep neural networks significantly advanced this field. With the development of

deep learning, researchers tried to avoid the optimization step and directly estimate optical

flow [224] or learn more robust data terms [225].

FlowNet [226] was the first end-to-end convolutional network for optical flow estima-

tion. Its extended work, FlowNet2.0 [227], adopted a stacked architecture with warping

operation. To improve results on optical flow, many recent works introduce stronger learn-

ing paradigms, such as the coarse-to-fine method [228, 229], iterative refinement method

[230, 231, 232], explicit pixel-wise-relation modeling, and joint representation learning

with other tasks [233]. Based on RAFT [230] architecture, many works [234, 224, 235]

were proposed to either reduce the computational costs or improve the flow accuracy. Some

works used transformer architecture, like FlowFormer [236]. Recently, optical flow was

extended to more challenging settings, such as low-light [237], foggy [238], and lighting

variations [239].
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CHAPTER 3

FACE MORPHING ATTACKS AND DEFENSE

In this chapter, face morphing attacks and defense work are discussed in detail. First,

data used in this part is introduced in Section 3.1. Second, methodology and experimental

result of face morphing attacks are described in Sections 3.2 and 3.3, respectively. And

then methodology and experimental result of morphing attacks detection are presented in

Sections 3.4 and 3.5. Finally, discussion and limitation are given in Section 3.6.

3.1 Database Construction

To simulate the data amount and distribution in real-world applications, we have com-

bined five datasets to build a large-scale evaluation benchmark for few-shot morphing

attack detection and fingerprinting. It contains four publicly available datasets, namely,

FERET-Morphs [240, 241], FRGC-Morphs [242, 241], FRLL-Morphs [243, 244, 241],

and CelebA-Morphs [245, 5, 71]. We also generated a new dataset with high-resolution

faces collected from the web, named Doppelgänger Morphs, which contains morphing at-

tacks from three algorithms and satisfies the so-called Doppelgänger constraint [27] (i.e.,

look-alike faces without biological connections). A total of over 20,000 images (6,869 bona

fide faces and 15,764 morphed faces) have been collected. Eight morphing algorithms are

involved, including five landmark based methods, OpenCV [3], FaceMorpher [4], LMA

[5], WebMorph [6], and AMSL [244], and three generative adversarial networks based,

including MorGAN [5], CIEMorGAN [71] and StyleGAN2 [8].

Table 3.1 shows the detailed information about these datasets in terms of morphing

method, data size, and image resolution. Existing morphing methods used in the database

can be classified into two categories: landmark-based and Generative Adversarial Networks

(GAN) based. Fig. 3.1 provides some cropped face samples with real faces and morphed
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Table 3.1: The hybrid face morphing database consists of five image sources and 3-6 dif-
ferent morphing methods for each.

Database Subset #Images Resolution

FERET-Morphs

bona fide [240] 576 512x768
FaceMorpher [241] 529 512x768
OpenCV [241] 529 512x768
StyleGAN2 [241] 529 1024x1024

FRGC-Morphs

bona fide [242] 964 1704x2272
FaceMorpher [241] 964 512x768
OpenCV [241] 964 512x768
StyleGAN2 [241] 964 1024x1024

FRLL-Morphs

bona fide [243] 102+1932 413x531
AMSL [244] 2175 413x531
FaceMorpher [241] 1222 431x513
OpenCV [241] 1221 431x513
LMA 768 413x531
WebMorph [241] 1221 413x531
StyleGAN2 [241] 1222 1024x1024

CelebA-Morphs*

bona fide [245] 2989 128x128
MorGAN [5] 1000 64x64
CIEMorGAN [71] 1000 128x128
LMA [5] 1000 128x128

Doppelgänger

bona fide 306 1024x1024
FaceMorpher 150 1024x1024
OpenCV 153 1024x1024
StyleGAN2 153 1024x1024

* means only the cropped faces from raw images are used; no fa-
cial cropping is used for other datasets. The raw number of bona fide
images in FRLL-Morphs is 102. Based on the raw faces, data aug-
mentation is implemented to obtain extra 1932 images.

faces from different morphing algorithms in these five datasets. To the best of our knowl-

edge, this is one of the largest and most diverse face morphing benchmarks, which can be

used for both MAD and MAF evaluation.

FERET-Morphs and FRGC-Morphs are released by [241]. Both datasets are created by

selecting similar looking pairs of people. A total of 529 face pairs from FERET [240] and

964 from FRGC v2.0 [242] are chosen finally. Two landmark-based morphing methods

(OpenCV, FaceMorpher), and one Generative Adversarial Networks based method, Style-

GAN2, are applied to generate morphs.
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     Bona fide 1                   AMSL                          LMA                      WebMorph               Bona fide 2

     Bona fide 1              FaceMorpher                OpenCV                  StyleGAN2               Bona fide 2

     Bona fide 1              FaceMorpher                OpenCV                   StyleGAN2               Bona fide 2

     Bona fide 1                    LMA                         MorGAN                 CIEMorGAN              Bona fide 2

     Bona fide 1              FaceMorpher                OpenCV                  StyleGAN2               Bona fide 2

(a)

(b)

(c)

(d)

(e)

Figure 3.1: Face samples in five merged datasets. (a) FERET-Morphs (bona fide faces
come from FERET [240]), (b) FRGC-Morphs (bona fide faces come from FRGC V2.0
[242]), (c) FRLL-Morphs (bona fide faces come from Face Research Lab London Set
(FRLL) [243]), (d) CelebA-Morphs (bona fide faces come from CelebA [245]), and (e)
Doppelgänger Morphs (bona fide faces come from the web collection).

FRLL-Morphs are generated based on the face images of FRLL [243]. The FRLL

dataset is a great choice to use for creating morphing attacks, because it contains close-

up frontal face images of high visual quality shot under uniform illumination with a large

variety of ethnicity. The bona fide set contains 102 genuine neutral faces of 102 subjects

(49 females, 53 males; 13 black people, 21 Asian, and 68 whites). The released version

in [241] applied four types of morphing methods (OpenCV, FaceMorpher, WebMorph,

StyleGAN2) to each preselected pair of faces.

AMSL is generated by Neubert et al. [244]. It contains 2,175 morphing faces based
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Figure 3.2: Some examples of augmented face images by (a) flipping horizontally, (b)
changing brightness, (c) resizing, (d) JPEG compression.

on the selected pairs of face images in the genuine neutral face set. Besides, based on the

FRLL bona fide faces, we generate a morphing subset using a morphing method LMA [5].

The numbers of morphing face in FRLL-Morphs is bigger than the original real faces (102).

In order to get a balanced data set, several data augmentation strategies, like flipping hori-

zontally, changing brightness with different parameters (linear, gamma, sigmoid), resizing

to different sizes, JPEG compression using various factors, are taken to enlarge the scale of

the genuine neutral faces. Finally, we get a total of 2,034 bona fide faces. Figure 3.2 shows

several augmented face examples.

CelebA-Morphs is a morphing results collection generated from CelebA database [245].

CelebA contains ten thousand identities, enabling the selection of similar faces from a wide

range of identities. The morphing results are created by LMA, MorGAN, and CIEMor-
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Figure 3.3: Some sample pairs of bona fide face images of Doppelgänger dataset.
.

GAN.

Doppelgänger Morphs is a morphing face dataset generated by the images we collect

from the web. A name pair list is created to gather the faces of celebrities that appear

similar, with same gender and ethnicity. Some samples are shown in Fig. 3.3. All faces

are rotated to align the eyes on a horizontal line. Only one image per person is considered.

Finally, we obtained 153 pairs. Three morphing methods (OpenCV, FaceMorpher, and

StyleGAN2) are applied to generate morphed faces.

3.2 Morphing Attacks Methodology

This section introduces the transformer-based face image morphing pipeline and the tech-

nical details of our adaption to this pipeline.

3.2.1 Transformer-based GAN

Most existing GAN-based models adopt CNN as the basic architecture and rarely consider

self-attention constructions. In this work, we have designed a transformer-based GAN

model aiming to eliminate the blending artifacts, as well as, eliminate the manipulation in
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the latent space, resulting in more visibly realistic morphed faces. We applied the Genera-

tive Adversarial Transformer (GANformer) [18] as our backbone to generate high-quality

morphing face images with 1024×1024 resolution by linearly interpolating the latent codes

of the two input bona fide faces. The latent code is generated by improving the similarity

between the input bona fide image and the embedded image created using a latent vector.

In our work, we call the MorphGANFormer morphing model.

Figure 3.4: (a) Self-Attention and (b) Bipartite Attention. In comparison to self-attention,
bipartite attention allows long-range interactions, and evades the quadratic complexity
which self-attention suffers from.

MorphGANFormer contains a generator (G) that maps a sample from the latent space to

an image, and a discriminator (D) that seeks to discern between real and fake images [246].

G and D compete with each other through a minimax game until they reach equilibrium

[18]. The generator employs a bipartite structure, called bipartite transformer. Traditional

transformer uses self-attention with pairwise connectivity, as shown in Fig. 3.4 (a). It is

a highly-adaptive architecture centered around relational attention and dynamic interac-

tion. However, the dense and potentially excessive pairwise connectivity causes quadratic

mode of operation making it difficult to be extended to high-resolution input image. Bi-

partite transformer adopts a point-to-point mapping between individual latent components

and different regions of evolving visual features, which can enable long-range interactions

across the image and maintain the computation of linear efficiency, making scaling to high-

resolution synthesis easy. Main idea is to iteratively propagate information from a set of

latent variables to the evolving visual features and vice versa to support the refinement of
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each in light of the other.

Fig. 3.4 (b) shows two types of attention operations over the bipartite graph: simplex

and duplex. Simplex attention permits communication in one direction, from the latents

to the image features, while duplex attention enables both top-down and bottom up con-

nections between latents and image features. In generateor, it iteratively propagates in-

formation between latent components and the image features bidirectionally, to support

finer refinement. It can maintain computation of linear efficiency, making scaling to high-

resolution synthesis is easy.

Figure 3.5: The architecture of generator G in MorphGANFormer, which contains a map-
ping network that maps a randomly sampled vector into a intermediate space and a synthe-
sis network that generates a image based on the latent code.

The architecture of MorphGANFormer generator is illustrated in Fig. 3.5. It contains

two parts: mapping network and synthesis network. The mapping network is composed

of several feed-forward layers that receive a randomly sampled vector Z and output an
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intermediate vector Z ′, which in turn interacts directly with each transformer layer through

the synthesis network with added noise to modulate the features of the evolving image.

Finally, the intermediate vector Z ′ is transformed into an image X ′ as the output of the

synthesis network.

The latent code Z, has the dimension of 17 × 32, denoted as [z1, z2, ..., z16, z17], in

which [z1, ..., z16] are 16 components of the local-style latent code that are used to interact

with the feature of the image through spatial attention, and z17 is a global-style component

to globally modulate the feature of the image. The dimension of each component is 32× 1.

Figs. ?? (a) and (b) show the main difference in latent space between StyleGAN and

MorphGANFormer. StyleGAN uses one global monolithic latent to impact the evolving

image features of the whole scene uniformly, but in our work, we design a compositional

latent space making the latent and image features attend to each other to capture the scene

structure.

The synthesis network contains nine stacked synthesis blocks starting from a 4× 4 grid

and up to produce a final high-resolution image with 1024×1024 resolution. In a synthesis

block, the bipartite (duplex) attention operation propagates information from the latent

space to the image grid, followed by convolution and upsampling. Gaussian noise is added

to each of the activation maps before the attention operations. A different sample of noise is

generated for each block and interpreted on the basis of the scaling factors of that layer. The

most important part of the synthesis block is the Synthesis Layer. For the first 8 blocks, the

Synthesis Layer contains an affine transformation layer (translation, resizing, and rotation),

a bias activation layer, and a transformer layer with bipartite attention operation. The blocks

16 × 16 to 512 × 512 have the same architecture as the block 8 × 8 which contains two

Synthesis and one Conv2d layer. The Conv2d layer is the convolution layer with optional

up-sampling or down-sampling. The last block removes the attention operation and adds

an RGB layer to map the dense image features to RGB images.
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Figure 3.6: The pipeline of optimizing the latent code of the given face image.

3.2.2 Latent Code Learning

In StyleGAN [23, 8], it uses a latent code to control the style of all features globally.

Although it can successfully disentangle global properties, it is more limited in its ability

to perform spatial decomposition, as it does not provide a direct means to control the style

of localized regions within the generated image. Luckily, the bipartite transformer offers

a solution to meet this goal. Instead of controlling the style of all features globally, this

attention layer can perform region-wise adaptive modulation. This approach achieves layer-

wise decomposition of visual properties, allowing the model to control global aspects of

the picture, such as pose, lighting conditions, or color schemes, in a coherent manner over

the entire image.

In our method, we use the MorphGANFormer generator that is well trained in a large

FFHQ face database [23] with a resolution of 1024× 1024 as a basic module to obtain the

latent code of the input image. The pipeline is shown in Fig. 3.6. The pipeline follows a

pretty straightforward optimization framework used in [247, 248]. The bipartite attention

operation can propagate information from the latent to the image grid, followed by convo-

lution and upsampling. These are stacked multiple times starting from a 4× 4 grid and up

to 1024× 1024 high-resolution images.
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Figure 3.7: Similarity score distribution of bona fide pairs on Doppelgänger and FRGC-
morph datasets.

3.2.3 Loss Function

To measure the similarity between the input image X and the generated image G(Z) (X ′)

using the learned latent code during optimization, we employ a loss function that is a

weighted combination of the Wing Loss [249] based on facial landmarks, the biometric loss

based on the distance of matching two faces, VGG-16 perceptual loss [250], and pixel-wise

mean square error (MSE):

Ltotal = α1Lwing + α2Lbiom + α3Lpercept + α4Lmse (3.1)

where α1, α2, α3 and α4 are weights.

We employ two loss functions related to face content. One is Wing Loss [249], which

was originally proposed for facial landmark localization to improve deep neural network

training ability for small and medium range errors in sample landmarks. The formula is

defined as follows:
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Figure 3.8: The pipeline of face morphing.

Figure 3.9: The pipeline of face demorphing.

Lwing =

 βln(1 + |x|/ϵ) if |x| < β

|x| − C otherwise
(3.2)

where the nonnegative factor β sets the range of the nonlinear part to (−β, β), ϵ limits the

curvature of the nonlinear region, |x| means the magnitude of the gradients between the

landmark points of G(Z) and X . C = β − βln(1 + β/ϵ) is a constant that smoothly links

the linear and nonlinear parts defined in part.

The other is biometric loss by calculating the matching distance of the faces. This loss

is used to handle the biometric aspect of morphing and to make sure that the morphed faces

are related to the original bona fide faces. The matching distance can induce a penalty
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for the generator during the latent code optimization process if the morphed outputs are

not comparable to the original images in terms of biometric utility. The distance between

two faces is calculated using the cosine similarity score based on the histogram of oriented

gradients (HOG) [24] features, which can be defined as:

Lbiom = 1−
HOGG(Z) ·HOGX

∥HOGG(Z)∥∥HOGX∥
. (3.3)

The study [251, 252] found that the learned filters of the VGG image classification

model [253] are excellent general-purpose feature extractors, so they are used to measure

the high-level similarity between images perceptually by the covariance statistics of the

extracted features, which is formalized as perceptual loss [250]. For the perceptual loss

term Lpercept in Eq. 3.1, we define it as:

Lpercept(G(Z), X) =
4∑

j=1

λj

Nj

∥Fj(G(Z))− Fj(X)∥22 (3.4)

where G(·) is the well trained MorphGANFormer generator, Z is the latent code to opti-

mize, G(Z) is the embedded image, X ∈ Rn×n×3 is the target image, N is the number of

scalars in the image (i.e., N = n× n× 3), Fj is the output of the features of the VGG-16

layers conv1 1, conv1 2, conv3 2, and conv4 2, respectively, Nj is the number of scalars

in the output of the j-th layer, λj is a factor. For the pixel-wise MSE loss term Lmse, it is

defined as:

Lmse(G(Z), X) =
1

N
∥G(Z)−X∥22. (3.5)

The reason for choosing perceptual loss together with pixel-wise MSE loss is that pixel-

wise MSE loss alone cannot easily find a high-quality latent vector. Perceptual loss can

guide optimization to the right region of the latent space acting as a regularizer.

Given two face images B1 and B2, with their respective latent vectors Z1 and Z2, face
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morphing is calculated by linear interpolation:

Z = λZ1 + (1− λ)Z2, λ ∈ (0, 1) (3.6)

and the final morphing result is generated from the generator G using the latent code Z.

The commonly used λ is 0.5.

Figure 3.10: Some sample pairs of bona-fide face images from the Doppelgänger dataset
(note that these look-alike pairs do not have biological connections).

Figure 3.11: Some sample pairs of bona-fide face images from the FRGC-morph dataset.
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Figure 3.12: Face morphing results in the Doppelgänger Morphs database without any
post-processing.

3.2.4 Face Morphing and De-Morphing

Figs. 3.8 and 3.9 show the main pipelines of face morphing and demorphing, respectively.

The basic idea of embedding a given image onto the manifold of the pre-trained gen-

erator is the following. With an initial latent code Z as the starting point, the model tries

to find an optimized latent code Z∗ that minimizes the loss function defined to measure

the similarity between the target image and the image generated using Z∗. For the ini-

tialization of latent codes, we use the mean Z of 10,000 latent vectors that are randomly

sampled from a uniform distribution of [-1,1], and we expect the optimization to converge

to a vector Z∗ so that the generated image X ′ has high similarity to the target image X .

We also consider noise-space optimization [254] to complement latent-space embedding,

which further improves quality.
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The basic idea of demorphing [25] is to try to reverse the morphing process. In the

morphing attack, a morphed image can be treated as a linear combination M = B1 + B2,

where B1 and B2 are the bona fide faces of two subjects. In a general face verification

process without a morphing attack, M can be treated as a combination of two identical

face images of one person. In the morphing attack situation, during the face verification

process, the system receives B̂1, a live captured variant of B1, and the demorphing task is

to calculate the demorphed image B̂2 by removing B̂1 from M, which is B̂2 = M − B̂1.

Given the live trusted capture of one bona fide face image B1 and the morphed face

image M , with their respective latent vectors Z1 and Z, face demorphing is calculated in

latent space by:

Z2 =
Z − λZ1

(1− λ)
, λ ∈ (0, 1) (3.7)

and final demorphing result is generated from the generator G using the latent code Z2.

3.3 Morphing Attacks Experiments

3.3.1 Database Description

Table 3.2 presents the database used in our experiment: the newly constructed Doppelgänger

face morphing database and reconstructed FRGC-morph dataset. Both are composed of

bona fide faces, corresponding trusted live captures, four types of morphing results via

OpenCV, FaceMorpher, StyleGAN2 and our MorphGANFormer.

Figs. 3.10 and 3.11 shows some pairs of bona fide face images from Doppelgänger and

FRGC-morph dataset. Note that for the former we are guaranteed that the pair will look

similar; for the latter, we have adopted a strategy of random pairing so the likelihood of

obtaining two similar bona fide images is low.

We use the real images in two databases as bona fide faces. The first is the Dop-

pelgänger dataset in which a name-pair list is created to gather the faces of celebrities that

look alike, with the same gender and ethnicity. All faces are rotated to align the eyes on
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Table 3.2: The data used in our experiment. One is the newly constructed Doppelgänger
face morphing database and the other one is reconstructed FRGC-morph dataset.

Database Subset #Number Resolution

Doppelgänger

bona fide 153 pairs 1024x1024
trusted live captures 306 1024x1024
FaceMorpher 150 1024x1024
OpenCV 153 1024x1024
StyleGAN2 153 1024x1024
MorphGANFormer 153 1024x1024

FRGC-morph

bona fide 204 pairs 1024x1024
trusted live captures 408 1024x1024
FaceMorpher 204 1024x1024
OpenCV 204 1024x1024
StyleGAN2 204 1024x1024
MorphGANFormer 204 1024x1024

a horizontal line. Only one image per identity is considered. Finally, we obtained 153

pairs (95 female; 58 male) with the size of 1024 × 1024 resolution. The second dataset is

constructed from FRGC [242]. All faces are cropped, aligned, and resized to 1024× 1024

resolution. Subjects with the same gender are randomly selected to compose bona fide pairs

for face morphing. Each subject is selected only once. Finally, we get 204 pairs (112 male

and 92 female). For both datasets, we obtain one extra image for each subject as a trusted

live capture for de-morphing task. Fig. 3.7 illustrates the different distributions of simi-

larity scores between two bona fide faces per pair in the Doppelgänger and FRGC-morph

datasets using FaceNet [255] feature, which shows that the Doppelgänger pairs have higher

similarity scores than the FRGC-morph.

3.3.2 Experimental Setup

For the latent code initialization, we use the mean Z of 10,000 latent vectors that are ran-

domly sampled from a uniform distribution of [-1,1]. For perceptual loss, we choose pre-

trained VGG-16 as the backbone network to extract image feature. For Wing loss, we use

dlib toolbox [256] to detect 68 facial points for calculation. For the distance between the
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Figure 3.13: Some demorphed results on Doppelgänger dataset.

two faces, we use HOG feature [24] of the faces to calculate the matching score. We use

Adam optimizer with a learning rate of 0.01 to optimize the latent code learning proce-

dure with α1=0.02, α2=1.0, α3=1.0, and α4=1.0 for loss functions. We set 1,500 gradient

descent steps for the optimization, and keep the latent code with the lowest loss value for

generation.
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Figure 3.14: Some demorphing results using different inputs on Doppelgänger dataset. (a)
The inputs are morphed faces combined by identity A and B, and trusted live captures of
identity C; (b) The inputs are real faces of identity B as morphed images, and real faces of
identity A as trusted live captures; (c) The inputs are real faces A’ as morphed images, and
the other real faces A of the same identity as trusted live captures.

Table 3.3: MMPMR (%) on Doppelgänger and FRGC-morph database.

Dataset Morph Type ArcFace FaceNet LBP

Doppelgänger

OpenCV [3] 94.73 82.23 87.50
FaceMorpher [4] 81.21 73.83 87.92
StyleGAN2 [8] 84.21 70.65 85.52
MorphGANFormer 90.08 70.92 89.77

FRGC-morph

OpenCV [3] 87.75 74.51 94.61
FaceMorpher [4] 80.39 72.06 85.78
StyleGAN2 [8] 38.73 35.78 78.43
MorphGANFormer 48.04 42.65 84.80

3.3.3 Vulnerability Test

We evaluate the vulnerability of three face recognition models to the morphing attacks cre-

ated by our morphing framework. ArcFace [259] introduced Additive Angular Margin loss

to improve the discriminative ability of the face recognition model. It scored state-of-the-

art performance on several face recognition evaluation benchmarks such as Labeled Faces

in the Wild (LFW) [262] 99.83% and YouTube Face (YTF) [263] 98.02%. We use an Arc-
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Table 3.4: MMPMR (%) with ablation study on Doppelgänger database.

Loss ArcFace FaceNet LBP
BiomFaceNet 56.58 50.53 82.11
BiomArcFace 53.29 47.24 80.79
BiomLBP 50.66 43.95 90.00
BiomHOG 77.63 45.92 86.71
Percept 53.29 43.95 78.82
Percept+Wing 82.24 59.08 88.68
Percept+Wing+MSE 84.87 62.37 89.34
BiomHOG+Percept 86.18 59.74 88.03
BiomHOG+Percept+Wing 85.53 61.05 88.03
BiomHOG+Percept+Wing+MSE 90.08 70.92 89.77

Table 3.5: Performance (%) comparison of MAD on OpenCV, FaceMorpher, StyleGAN2,
and Our Method. Accu. - Accuracy.

OpenCV [3] FaceMorpher [4] StyleGAN2 [8] MorphGANFormer
Dataset MAD Method Accu. D-EER ACER Accu. D-EER ACER Accu. D-EER ACER Accu. D-EER ACER
Doppelgänger MobileNetV2 [257] 66.45 36.18 49.50 66.00 42.36 50.82 66.45 37.50 49.51 65.57 59.87 50.82

NasNetMobile [258] 68.64 35.53 43.42 65.12 45.02 49.26 62.50 45.56 52.63 61.84 65.13 53.62
ArcFace [259] 66.23 40.13 40.79 62.91 46.35 46.11 59.43 46.88 50.99 58.77 51.97 51.97
MB-LBP [260] 66.67 44.24 47.53 67.99 43.02 46.09 67.11 45.39 46.88 64.47 51.32 50.82
FS-SPN [76] 48.68 44.74 43.59 45.47 47.67 48.15 50.00 42.11 41.61 44.96 50.66 49.18
MixFaceNet-MAD [261] 67.76 34.21 33.55 63.36 39.54 40.31 57.02 50.66 49.67 57.89 46.71 48.36

FRGC-morph MobileNetV2 [257] 44.28 28.43 42.16 44.12 36.27 42.40 44.77 18.26 41.42 33.33 57.35 58.58
NasNetMobile [258] 71.57 29.53 32.60 69.93 32.84 35.05 68.46 33.82 37.25 59.48 49.02 50.74
ArcFace [259] 66.34 43.63 46.94 65.36 44.73 48.41 66.67 37.25 46.45 68.79 38.73 43.26
MB-LBP [260] 67.16 43.75 46.57 66.67 42.65 47.30 63.73 51.72 54.90 66.50 49.02 47.55
FS-SPN [76] 55.72 46.57 47.43 54.90 47.06 48.65 72.06 24.02 22.92 58.33 45.59 43.50
MixFaceNet-MAD [261] 67.48 33.33 39.71 65.52 40.20 42.65 62.91 44.12 46.57 61.11 49.02 49.26

Face model based on ReseNet-100 [84] architecture pre-trained on a refined version of the

MS-Celeb-1M dataset (MS1MV2) [264] to extract face features. FaceNet [255] directly

learns an embedding mapped from input to an Euclidean space in which the Euclidean dis-

tance indicates the similarity of the face. It uses triplets of tightly cropped face patches

generated by an online triplet mining method to train the network, and its output is a com-

pact 128-D embedding. Local Binary Pattern (LBP) [265] is a hand-crafted feature that

describes the texture characteristics of surfaces. By applying LBP, the probability of the

texture pattern can be summarized into a histogram. It is a commonly used feature in face

recognition domain.

Dlib face detector [256] is used to segment the face region. The cropped face is nor-

malized according to the eye coordinates and resized to a fixed size of 224 × 224 pixels.
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The single feature extraction (ArcFace, FaceNet, and LBP) procedure is performed on the

processed faces. Ideally, a strong morphing attack will have a similar and high similarity

score to the target identities. We present the vulnerability results in a quantifiable manner

by giving the Mated Morphed Presentation Match Rate (MMPMR) [28] based on the deci-

sion threshold at the false match rate (FMR) of 0.1%. Note that all vulnerability results are

presented on the testing data.

Figure 3.15: Similarity score distribution between restored faces and real faces of the bona
fide on (a) Doppelgänger and (b) FRGC-morph datasets based on FaceNet feature.

Table 3.3 shows the MMPMR (%) values of different morphing methods using Arc-

Face, FaceNet and LBP features. And Fig. 3.12 shows some morphing samples in the Dop-

pelgänger database. We can see that for landmark-based morphing attacks, like OpenCV

and FaceMorpher, it has high MMPMR values, indicating it highly preserves the character-

istic of both bona fide identities, but the image artifacts caused by blending on image level

are obvious too. In contrast, GAN-based morphing methods improve the visual quality of

morphed images. However, synthetic-like generation artifacts, as shown in the StyleGAN2

attack, make morphing faces less realistic and natural. Our model has the same or even bet-

ter ability to preserve the facial identities as landmark-based models and can also generate

visually realistic and natural faces.

We also did an ablation study with different loss functions on Doppelgänger dataset

as shown in Table 3.4. The first part shows some results using different facial features to
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calculate the face matching distance. From the second and third parts, we can see that, with

the combination of more loss functions, the MMPMR value increases.

3.3.4 Detectability Analysis

To thoroughly evaluate the detectability of MorphGANFormer attacks, we selected several

popular methods used in face recognition [259], pre-trained deep models [266, 257, 258,

267] on ImageNet [268], and existing morphing attack detection methods [260, 76, 73,

261, 33], for comparison. We measure the attack detection performance on our generated

attacks, and other types of attacks, like OpenCV [3], FaceMorpher [4], and StyleGAN2 [8],

based on the bona fide faces in Doppelgänger and FRGC-morph databases.

We evaluate the detectability of our attacks as unknown attacks, i.e., novel attacks un-

known to the detection algorithm. In this case, the training data come from the attacks of

LMA [5], WebMorph [6], AMSL [70], MorGAN [5] and CIEMorGAN [71] attacks intro-

duced in [34], and their corresponding bona fide faces, which contains 1,838 images (bona

fide: 918; morphed: 920) in total. The test data are from Doppelgänger (153 morphed +

306 bona fide) and FRGC-morph (204 morphed + 408 bona fide) datasets, respectively. We

trained a binary classifier using the training data. After the detector is well trained, it is used

to predict bona fide and our MorphGANFormer attacks (or OpenCV [3], FaceMorpher [4],

StyleGAN2 [8] attacks).

Following previous morphing attacks detection (MAD) studies [78, 269], we report

performance using accuracy, D-EER, and ACER. Detection Equal-Error-Rate(D-EER) is

the error rate for which both BPCER and APCER are identical. The average classification

error rate (ACER) is calculated by the mean of the APCER and BPCER values. The at-

tack presentation classification error rate (APCER) reports the proportion of morph attack

samples incorrectly classified as bona fide presentation, and the Bona Fide Presentation

Classification Error Rate (BPCER) refers to the proportion of bona fide samples incor-

rectly classified as morphed samples. The results are shown in Table 3.5. Compared to the

54



Table 3.6: Demorphing accuracy (%) on Doppelgänger and FRGC-morph.

ArcFace FaceNet LBP
Doppelgänger Pairs 54.90 62.75 88.24
FRGC-morph Pairs 29.94 37.25 68.14

OpenCV, FaceMorpher, and StyleGAN attacks, the MorphGANFormer attacks are more

challenging. Unlike vulnerability, we note that the detectability performance gap between

the Doppelgänger and FRGC datasets is small.

3.3.5 Performance of De-Morphing

To quantitatively evaluate the performance of the demorphing result, ArcFace, FaceNet,

and LBP are adopted to compare the restored facial image B̂2 with B2 and B1, respectively.

When the system determines that B̂2 matches B2, but does not match B1, the demorphing

is considered successful. We use a restoration accuracy introduced in FD-GAN [92] as a

measure metric to check the demorphing performance. In our paper, we termed restoration

accuracy as demorphing accuracy. The demorphing accuracy is defined as the percentage

of the number of successfully demorphed facial images in the total number of demorphed

facial images. The decision threshold for similarity scores is set as the value of the false

match rate (FMR) at 0.1%. Table 3.6 shows the result.

Fig. 3.13 shows some results of face demorphing on Doppelgänger dataset. We use

morphed face and one trusted live capture of bona fide 1 to restore the face of bona fide 2,

as shown in column ’Demorphed’. It can be clearly seen that demorphed image has a good

resemblance to the face of bona fide 2, justifying the effectiveness of our defense strategy

in the latent space.

Fig. 3.14 shows some results using randomly selected inputs to do demorphing. Fig.

3.14 (a) uses a morphed face generated by bona fide A and B, and the trusted live capture

from a third identity C, as input. Fig. 3.14 (b) uses a real face image of identity B as

morphed face to be input to the demorphing model, and the other real face image of identity
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Figure 3.16: An overview of the proposed system (FBC-APL).

A as the trusted live capture. Fig. 3.14 (c) applies two face images of the same identity as

inputs. The demorphed results are various and uncontrollable with low quality. Obvious

artifacts can be easily spotted.

Fig. 3.15 presents the similarity scores distribution between the demorphed faces of

bona fide 2 and real faces of bona fide 2 on two datasets based on FaceNet feature. It can

be seen that demorphing can achieve reasonably good matching scores on both datasets,

implying the detectability of our defense strategy in the latent space. Between Doppel-

ganger and FRGC, we observe that FRGC has lower matching scores than Doppelganger,

suggesting less vulnerability. The choices of bona fide pair for face morphing, which is

related to the trade-off between detectability and vulnerability, deserves further systematic

study.

3.4 Morphing Defense Methodology

This section introduces the fusion-based few-shot morphing attack detection and finger-

printing method. Fig. 3.16 shows the overall detection system consisting of two stages:

feature extraction/fusion via factorized bilinear coding (FBC) and few-shot learning (FSL)

for MAD/MAF. We will first elaborate fusion-based MAD in detail, and then discuss the

extension into few-shot MAF.
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3.4.1 Fusion-based Single-Image MAD

Noise is often embedded into image data during acquisition or manipulation. The unique-

ness of the noise pattern is determined by the physical source or artificial algorithm, which

can be characterized as a statistical property to reveal the source of noise [270]. The sensor

pattern noise was first used for MAD task by making facial quantification statistics analy-

sis, confirming its effectiveness [76]. Here, we consider two types of sensor noise patterns:

Photo Response Non-Uniformity (PRNU) [271] and Noiseprint [33].

Photo Response Non-Uniformity (PRNU). PRNU originates from slight variations among

individual pixels during the photoelectric conversion in digital image sensors [32]. Differ-

ent image sensors embed this weak signal into the acquired images as a unique signature.

Even though the weak signal itself is mostly imperceptible to the human eye, its uniqueness

can be characterized by statistical techniques and exploited by sophisticated fingerprinting

methods such as PRNU [271]. This systemic and individual pattern, which plays the role of

a sensor fingerprint, has turned out robust to various innocent image processing operations

such as JPEG compression. Even though PRNU is stochastic in nature, it is a relatively

stable component of the sensor over its life span.

PRNU has been widely studied in camera identification because it is unrelated to the

image content and present in every image acquired by the same camera. Most recently,

PRNU has been proposed as a promising tool for detecting morphed face images [73, 74].

The spatial feature of PRNU can be extracted using the approach presented by Fridrich

[271]. For each image I , the noise residual WI is estimated as described in Equation 3.8:

WI = I − F (I) (3.8)

where F is a denoising function which filters out the sensor pattern noise. Clever design

of mapping function F (e.g., wavelet-based filter [32]) makes PRNU an effective tool for

various forensic applications.
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Figure 3.17: The average of (a) PRNU feature and (b) Noiseprint feature over 1000 ran-
domly selected face images. Left column: bona fide; Right column: morphed face.

Noiseprint. Unlike model-based PRNU, data-driven or learning-based methods tackle the

problem of camera identification by assuming the availability of training data. Instead

of mathematically constructing unique signatures, Noiseprint [33] attempts to learn the

embedded noise pattern from training data. A popular learning methodology adopted by

Noiseprint is to construct a Siamese network [272]. The Siamese network is trained with

pairs of image patches coming from the same or different cameras in an unsupervised

manner. Similar to PRNU, Noiseprint has shown clear traces of camera fingerprints. It

is worth noting that Noiseprint has performed better than PRNU when the cropped image

patches become smaller, implying the benefit of exploiting spatial diversity [33].

To the best of our knowledge, Noiseprint has not been proposed for MAD in the open

literature. Existing deep-learning based S-MAD often use pretrained networks such as

VGG-face [78]. Our empirical study shows morphing-related image manipulation does

leave evident traces in Noiseprint, suggesting the feasibility of Noiseprint-based MAD.

Moreover, morphed faces are often manipulated on the whole face, whose spatial diversity

can be exploited by cropping image patches by Noiseprint. To justify this claim, Fig. 3.17

(b) presents the Noiseprint comparison between bona fide and morphed faces averaged

over 1,000 examples. Visual inspection clearly shows that the areas around the eye and

nose present more significant (bright) traces than bona fide faces. By contrast, Fig. 3.17 (a)

shows the comparison of the extracted PRNU patterns with the same experimental setting.

Similar visual differences between bona fide and morphed faces can be observed; more

importantly, PRNU and Noiseprint demonstrate complementary patterns (low vs. high
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Figure 3.18: The architecture of FBC module. Ũ and Ṽ are replacement of U and V to
avoid numerically instable matrix inversion operations; P is a fixed binary matrix.

frequency) begging for fusion.

Feature Fusion Strategy. Fusion methods are usually based on multiple feature repre-

sentations or classification models. By exploiting the diversity, the strategy of combining

classifiers [273] has demonstrated improved recognition performance than single modal-

ity approaches. Recent works have shown that fusion methods based on Dempster-Shafer

theory can improve the performance of face morphing detectors [274]. However, previ-

ous work [274] only considered scale space ensemble models and pretrained CNN models.

For the first time, we propose to combine PRNU and Noiseprint by a recently developed

similarity-based fusion method, called factorized bilinear coding (FBC) [275].

FBC is a sparse coding formulation to generate a compact and discriminative repre-

sentation with substantially fewer parameters by learning a dictionary B to capture the

structure of the whole data space. It can preserve as much information as possible and

activate as few dictionary atoms as possible. Let xi, yj be the two features extracted from

PRNU and Noiseprint respectively. The key idea behind FBC is to encode the extracted

features based on sparse coding and to learn a dictionary B with k atoms by matrix factor-

ization. Specifically, sparsity FBC opts to encode the two input features (xi,yj) into FBC

code cv by solving the following optimization problem:

min
cv

∣∣∣∣∣∣∣∣xiy
⊤
j −

k∑
l=1

clvU lV
⊤
l

∣∣∣∣∣∣∣∣2 + λ||cv||1 (3.9)

where λ is a trade-off parameter between the reconstruction error and the sparsity. The

dictionary atom bl of B is factorized into U lV
⊤
l where U l and V ⊤

l are low-rank matri-
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Figure 3.19: The architecture of few-shot learning (FSL) module: (a) encoder, (b) decoder.

ces. The l1 norm || · ||1 is used to impose the sparsity constraint on cv. In essence, the

bilinear feature xiy
⊤
j is reconstructed by

k∑
l=1

clvU lV
⊤
l with cv being the FBC code, and clv

representing the l-th element of cv.

The above optimization can be solved by well-studied methods such as LASSO [276].

With two groups of features {xi}mi=1 and {yj}nj=1 at our disposal, we first compute all FBC

codes {cv}Nv=1 and then fuse them by max operation to attain the global representation z:

z = max {cv}Ni=1 . (3.10)

The whole FBC module is shown in Fig. 3.18.
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3.4.2 Few-shot learning for MAD/MAF

Based on the FBC-fused feature z, we construct a few-shot learning module as follows. In-

spired by the recent work of adaptive posterior learning (APL) [100], we have redesigned

the FSL module to adaptively accept the feature vectors of any size (e.g., FBC-fused fea-

ture) as input. This newly designed module consists of three parts: an encoder, a decoder,

and an external memory store. The encoder is used to generate a compact representation

for the incoming query data; the memory saves the previously seen representation by the

encoder; the decoder aims at generating a probability distribution over targets by analyz-

ing the query representation and pairwise data returned from the memory block. We will

elaborate on the design of these three components next.

Encoder. The encoder can convert the input data with any size to a compact embedding

with low dimensionality. It is implemented by a convolutional network as shown in Figure

3.19(a), which is composed of a single first convolution to map the input to 64 feature

channels, followed by 15 convolutional blocks. Each block is made up of a step of Batch

Normalization, followed by a ReLU activation and a convolutional layer with kernel size

3. For every three blocks (one combo), the convolution contains a stride 2 to downsample

the image. All layers have 64 features. Finally, the feature is flattened to a 1D vector and

passed through Layer Normalization, generating a 64-dimensional embedding as encoded

representation.

Memory. The external memory store is a database to store experiences. It is key-value

data. Each row represents the information for one data point. Each column is decomposed

into an embedding (encoded representation) and a true label. The memory store is man-

aged by a controller deciding which embeddings can be written into the memory, at the

same time, trying to minimize the amount of written embeddings. During the writing pro-

cess, a quantity metric surprise is defined. The higher the probability the model assigns

to the true class correctly, the less surprised it will be. If the prediction confidence in the

correct class is smaller than the probability assigned by a uniform prediction, the embed-
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Figure 3.20: (a) APL training procedure over iterations. We train the APL module over a
sequence of episodes (xt, yt), where xt is FBC feature and yt is true label. The memory
is empty at the beginning. At each iteration, a batch of samples is fed to the module and
a prediction is made. Cross-entropy loss L(ŷt, yt) is calculated, and a gradient update step
is performed to minimize the loss on that batch alone. The loss is also fed to the memory
controller for the network to decide whether to write to memory. (b) and (c) show the
behavior of accuracy and size of memory in 9-class training scenario. APL stops writing
to memory after having about 7 examples per class for classification.

ding should be written to memory. During the querying process, the memory is queried for

k-nearest neighbors of the embeddings of queries from the encoder. The distance metric

used to calculate the proximity between points is an open choice, and here we use two types

(euclidean distance, cosine distance). Both the full row data for each of the neighbors and

query embeddings are concatenated and fed to the decoder.

Decoder. The decoder takes the concatenation of query embedding, recalled neighbor

embeddings from memory, labels and distances, as input. The architecture is a relational

feed-forward module with self-attention. It processes each of the neighbors individually

by comparing them with the query, and then does a cross-element comparison with a self-

attention module before reducing the activations with an attention vector calculated from

neighbor distances. The self-attentional blocks are repeated five times in a residual manner.

The resulting tensors are called activation tensors. Besides, the distances between neigh-

bors and query are passed through a softmax layer to generate an attention vector, which
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is summed with the activation tensor over the first axis to obtain the final logit result for

classification. As shown in Figure 3.19 (b), the self-attentional block comprises a multi-

head attention layer, Multi-Head Dot-Product attention (MHDPA) [277], for cross-element

comparison, and a multi-layer perceptron (MLP) nonlinear layer to process each element

individually.

Training. During APL training as shown in Fig. 3.20 (a), the query data (i.e., FBC-

fused feature vector z), is passed through the encoder to generate an embedding, and this

representation is used to query an external memory store. The memory is empty in the

beginning. At each training episode, a batch of examples is shown to the model and a pre-

diction is made. Cross-entropy loss is used to be fed to the memory controller to decide

whether to write to memory. After the query is searched in memory, the returned memory

contents as well as the query are fed to the decoder for classification. Fig. 3.20 (b) and

(c) show the behavior (accuracy and memory size) of APL during one single episode. The

accuracy of APL increases as it sees more samples and saturates at some point, indicating

that additional inputs do not surprise the module any more. In the case of 9-class classi-

fication scenario, we have observed that about 7 examples per class are sufficient to reach

the performance saturation.

3.4.3 Morphing Attack Fingerprinting

Morphing attack fingerprinting (MAF) refers to the multiclass generalization of the existing

binary MAD problem. In addition to detecting the presence of morphing attacks, we aim

at finer-granularity classification about the specific model generating the face morph. It

is hypothesized that different attack models inevitably leave fingerprints in the morphed

images (conceptually similar to the sensor noise fingerprint left by different camera models

[32]).

Both PRNU [32] and Noiseprint [33] were originally proposed for identification of cam-

era models, which has known to be fingerprinting in image forensics. The duality between

63



image generation in the cyber and physical worlds inspires us to extend existing problem

formulation of binary MAD [73, 74, 75, 76] into multiclass fingerprinting. Different cam-

era models (e.g., Sony vs. Nikon) are analogous to varying face morphing methods (e.g.,

LMA [5] vs. StyleGAN2 [8]); therefore, it is desirable to go beyond MAD by exploring the

feasibility of distinguishing one morphing attack from another. Fortunately, the system as

shown in Fig. 3.16 easily lends itself to the generalization from binary to multiclass clas-

sification by resetting the hyperparameters, like the number of classes, data path for each

class, etc. To learn a discriminative FBC feature for fingerprinting, a multiclass labeled

data for training and testing should be prepared to be fed to the FBC module for retrain-

ing. When the FBC feature is available, it will be fed to the APL module for multiclass

classification.

3.5 Morphing Defense Experiments

3.5.1 Evaluation Protocols

Based on the large-scale dataset collected for few-shot MAD and MAF benchmarks, we

have designed the evaluation protocols for each task as follows:

• Protocol FS-MAD (few-shot MAD). This protocol is designed for the few-shot binary

classification (bona fide/morphed). The training data comes from predefined types and a

few (1 or 5) samples per new type. Test data comes from new types. Here, predefined types

in our experiment contain five types of morphing results generated by FaceMorpher [4],

OpenCV [3], WebMorph [6], StyleGAN2 [8] and AMSL [244], and their corresponding

bona fide faces. The faces of these types are from FERET-Morphs, FRGC-Morphs, FRLL-

Morphs and Doppelgänger Morphs datasets. The morphing faces generated by LMA [5],

MorGAN [5] and CIEMorGAN [71], and their corresponding bona fide faces are treated as

new types. The faces of these types are from CelebA-Morphs dataset.

• Protocol FS-MAF (few-shot MAF). This protocol is designed for the multiclass clas-

sification of fingerprinting on the hybrid large-scale benchmark and five separate morph
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Table 3.7: Traditional MAD performance (Accuracy-%) comparison of different feature-
level fusion methods. NP - Noiseprint; CN - Concatenation; CC - Convex Compression; ⊥
- spatial; □ - spectral.

Feature CN Sum Max CC FBC (ours)

PRNU ⊥ + PRNU □ 83.78 84.23 83.78 84.23 84.42
NP ⊥ + NP □ 89.19 89.64 89.64 89.64 96.40
PRNU ⊥ + NP □ 89.19 89.19 89.64 89.19 89.59
PRNU □ + NP ⊥ 83.78 84.23 83.78 85.59 86.04
PRNU □ + NP □ 86.94 85.59 85.59 86.94 84.68
PRNU ⊥ + NP ⊥ 91.44 91.89 91.89 94.59 96.85

Table 3.8: Performance (%) comparison of few-shot MAD.
1-shot 5-shot

Method Accu. D-EER ACER Accu. D-EER ACER

Xception [266] 66.5 32.5 33.5 73.25 27 26.75
MobileNetV2 [257] 67 36.5 33 71.25 29 28.75
NasNetMobile [258] 59 40.5 41 66.25 35 33.75
DenseNet121 [267] 68.25 31.5 31.75 73.5 24.5 26.5
FaceNet [255] 66.75 30 33.25 66.75 30.5 33.25
ArcFace [259] 58 41 42 62.25 37.5 37.75
Meta-Baseline [278] 60.45 - - 71.38 - -
COSOC [101] 66.89 - - 74.54 - -
FBC-APL 99.25 1.5 0.75 99.75 0.5 0.25

datasets. Each morphing type and the bona fide type are treated as different categories,

namely, FERET-Morphs, FRGC-Morphs, CelebA-Morphs, and Doppelgänger datasets all

with 4 classes, FRLL-Morphs with 7 classes, while the hybrid with 9 classes. For each

dataset, the data is split by the rule of 8:2. Training data consists of 1 and 5 images per

class for 1-shot and 5-shot learning, respectively. Testing data contains nonoverlapping

data with training in each dataset. To reduce the bias of imbalance distribution of data,

similar numbers of faces for each class in each test set are maintained.

3.5.2 Experimental Settings

Data Preprocessing. Dlib face detector [256] is used to detect and crop the face region.

The cropped face is normalized according to the eye coordinates and resized to a fixed size
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of 270× 270 pixels. The feature extraction of PRNU and Noiseprint are conducted on the

processed faces, respectively. The resulting vector dimension for each type of feature is

72,900 (270× 270).

Performance Metrics. Following the previous studies of MAD [78, 269], we report the

performance using four metrics, including: (1) Accuracy; (2) D-EER; (3) ACER; (4) Con-

fusion Matrix. Detection Equal-Error-Rate(D-EER) is the error rate for which both BPCER

and APCER are identical. Average Classification Error Rate (ACER) is calculated by

the mean of APCER and BPCER values. Attack Presentation Classification Error Rate

(APCER) reports the proportion of morph attack samples incorrectly classified as bona fide

presentation, and Bona Fide Presentation Classification Error Rate (BPCER) refers to the

proportion of bona fide samples incorrectly classified as morphed samples. Both APCER

and BPCER are commonly used in previous studies of MAD [78, 269].

3.5.3 Comparison of Feature Fusion Strategies

We first compare different feature-level fusion strategies to combine the PRNU and Noiseprint

patterns, including element-wise operation (sum/max), convex compression (CC) [279],

vector concatenation, and our factorized bilinear coding (FBC) method [275]. We consider

feature in both spatial and spectral domains. The PRNU and Noiseprint features extracted

from images are treated as spatial features. The spectral features are obtained by applying

discrete Fourier transform to spatial features. Any two types of features are fused to carry

out traditional MAD tasks on a subset of the test data. Therefore, six different fusion fea-

tures are generated. For concatenation, the final feature dimension is 145,800. For sum,

max, and CC, it is 72,900. The fusion feature of FBC is as compact as 2,048-dimensional.

All generated features are fed into SVM with a linear kernel for binary classification. As

shown in Table 3.7, the spatial feature fusion of PRNU and Noiseprint performs the best

for all six features, which can be attributed to the fact that the two patterns in the spatial

domain contain more discriminative features (as shown in Fig. 3.17). Further, our FBC
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Table 3.9: Accuracy(%) of 1-shot MAF classification on single and hybrid datasets.
Method

FERET-Morphs FRGC-Morphs FRLL-Morphs CelebA-Morphs Doppelgänger Hybrid
4-class 4-class 7-class 4-class 4-class 9-class

Xception [266] 29.47 25.26 17.68 16.67 21.05 15.11
MobileNetV2 [257] 31.58 33.68 31.3 55.19 25.26 17.33
NasNetMobile [258] 32.63 27.37 22.61 19.26 23.16 12.88
DenseNet121 [267] 46.32 26.32 22.03 47.04 23.16 19.33
FaceNet [255] 26.79 27.98 16.48 33.67 31.15 15.67
ArcFace [259] 29.33 39.64 26.12 28.33 18.03 15.22
Meta-Baseline [278] 51.05 51.44 34.77 61.43 33.43 53.46
COSOC [101] 54.58 64.37 35.22 63.19 34.3 59.55
FBC 96.93 98.83 94.06 99.5 56.67 96.11
FBC-all 98.11 99.48 98.42 100 84.17 96.78
FBC-APL 98.82 99.61 98.24 99.67 91.67 98.11

Table 3.10: Accuracy(%) of 5-shot MAF classification on single and hybrid datasets.
Method

FERET-Morphs FRGC-Morphs FRLL-Morphs CelebA-Morphs Doppelgänger Hybrid
4-class 4-class 7-class 4-class 4-class 9-class

Xception [266] 46.32 43.16 31.01 73.7 28.42 43.67
MobileNetV2 [257] 55.79 53.68 40 89.26 26.32 54.56
NasNetMobile [258] 48.42 40 24.35 67.41 27.37 37.33
DenseNet121 [267] 54.74 55.79 36.23 89.26 25.26 53.33
FaceNet [255] 23.16 35.79 15.94 40 30.53 18.11
ArcFace [259] 44.34 50.91 33.81 39.67 20.49 29.11
Meta-Baseline [278] 60.6 64.72 50.74 81.42 36.8 61.98
COSOC [101] 65.98 75.04 54.9 89.6 41.81 72.62
FBC 97.64 99.09 96.94 99.5 65.83 96.22
FBC-all 98.11 99.48 98.42 100 84.17 96.78
FBC-APL 98.82 99.61 98.24 99.67 96.67 98.22

based fusion achieves the highest accuracy among the five fusion strategies.

3.5.4 Few-shot Learning for MAD

We extend the traditional MAD problem to a few-shot learning problem. First, the PRNU

and Noiseprint features are extracted respectively. Then a FBC module (VGG-16 [82] as

backbone) is trained as a binary classifier for feature fusion by taking PRNU and Noiseprint

features of the whole training set (all images of predefined types) as input. Based on the

pretrained FBC module, 2,048-dimensional fusion representations are generated and then

fed to the APL module for binary few-shot learning using the Cross Entropy loss. Here, the

Euclidean distance is used to query the top 5 nearest neighbors from memory component.

The output of the APL is a tuple of probability distribution for each class. The results in

terms of Accuracy, D-EER, and ACER are shown in Table 3.8. Two FSL-based methods
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[101, 278], two face recognition (FR) based methods [255, 259] and several popular pre-

trained deep models [266, 257, 258, 267] on ImageNet [268], are adopted for comparison.

Thanks to the effective fusion of two complementary patterns (i.e., PRNU and Noiseprint)

and the APL module, our proposed FBC-APL clearly outperforms other competing meth-

ods by a large margin. We have also compared the performance of FBC and FBC-APL on

datasets with different sizes as ablation studies.

3.5.5 Few-shot Learning for MAF

Different from few-shot MAD problem, in MAF, the FBC module uses ResNet50 [84] as

backbone, and is pretrained as a nine-class classifier using all training data (about 80%) of

the collected database. The obtained FBC fusion feature of the training samples is then fed

to the APL module for multiclass few-shot learning. A cosine similarity score is adopted to

compute the similarity between queries and embeddings stored in memory to find the top 3

nearest neighbors. From Table 3.9, 3.10 and Fig. 3.21, one can see that our FBC-APL has

achieved outstanding performance, and some results are even better than FBC-all method

which uses FBC features of all training data to fit SVM for classification.

(a) FBC-all (b) FBC-FSL-1-shot (c) FBC-FSL-5-shot

Figure 3.21: Confusion matrix of few-shot MAF classification on hybrid dataset.

3.6 Discussion and Limitation

The overall pipeline in Fig. 3.16 can be further optimized by end-to-end training. In

our current implementation, the three steps are separated - i.e., the extraction of PRNU
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and Noiseprint features, FBC-based fusion, and APL-based FSL. From the perspective of

network design, an end-to-end training could further improve the performance of FBC-APL

model. Moreover, there still lacks large-scale and more challenging datasets for morphing

attacks in the public domain. Validation of the generalization property for FBC-APL model

remains to be finished, especially when novel face morphing attacks (e.g., transformer-

based and 3D reconstruction-based face morphing) are invented.

In morphing attack work, we designed a transformer based morphing attack generation

model which uses a weighted sum of four different loss functions: biometric loss, wing

loss, perceptual loss and MSE. It can eliminate the blending artifacts and reduce the ma-

nipulation artifacts in the latent space, resulting in more visibly realistic and natural faces

compared to previous works. The result can be further optimized by introducing more

specific loss functions, which can effectively improve the similarity between given image

and generated image by latent code. An interesting aspect of this work is that not all de-

sign choices lead to good results and that experimenting with the design choices provides

further insights into the embedding.

Face morphing attacks have received increasing attention in recent years. Generation

approaches such as GAN-based are among the leading techniques. However, existing meth-

ods suffer from noticeable blurring and synthetic-like generation artifacts. In this paper, we

designed a transformer-based alternative to face morphing, which demonstrated its superi-

ority to StyleGAN-based methods. Four particular loss functions were employed to max-

imize the similarity between the generated face image and the target face image. We also

extended the study of transformer-based face morphing to demorphing, the dual operation.

Future work includes an improved understanding of the trade-off between vulnerability and

detectability as well as other morphing approaches such as diffusion models [280].
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CHAPTER 4

FACIAL ANALYSIS ON AUTISM VIDEOS

In this chapter, face analysis technology is considered in autism diagnosis problem. First,

an unique autism video database used in this part is introduced in Section 4.1. Second,

methodology and experimental result of a three-class facial trait classification method is

described in Sections 4.2 and 4.3, respectively. And then methodology and experimental

result of a facial micro-expression analysis model on ASD and control group estimation is

presented in Sections 4.4 and 4.5. Finally, discussion and limitation are given in Section

4.6.

4.1 CalTech ADOS Video Dataset Construction

For ASD diagnosis, we utilize a video dataset of ASD evaluations conducted using the

Autism Diagnostic Observation Schedule (ADOS) [37], which is a structured but natural

discussion between the interviewer and participant. It captures the complicated and rich be-

haviors of ASD in adults. We describe the unique database in detail, including details about

the ADOS, how ADOS videos were acquired, participant information, video data informa-

tion, ADOS scoring, and labels, and differences compared to other existing databases. All

participants provided written informed consent using procedures approved by the Institu-

tional Review Board (IRB) of West Virginia University (WVU) and California Institute of

Technology (CALTECH).

4.1.1 Autism Diagnostic Observation Schedule (ADOS)

The Autism Diagnostic Observation Schedule (ADOS) is considered the clinical gold stan-

dard for the diagnosis of ASD. It consists of standardized activities that allow the examiner

to observe the occurrence or nonoccurrence of behaviors that have been identified as impor-
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tant to the diagnosis of autism. Structured activities and materials, as well as less structured

interactions, provide standardized contexts in which social and communicative behaviors

are observed. The response of participants to each activity is recorded by highly trained

interviewers, and the interactions between the interviewer and participant are videotaped.

The interviewer provides a detailed scoring of multiple facets of ASD after completing

the ADOS. These scores are used to formulate a diagnosis through the use of a diagnostic

algorithm.

In effect, the ADOS interviews provide a one-hour observation period, during which

an examiner presents the individual being assessed with numerous opportunities to exhibit

behaviors of interest in the diagnosis of autism through standard presses for communication

and social interaction [281]. Presses consist of planned social interactions in which the

ADOS evaluators are likely to elicit specific behavioral responses to differentiate those

with ASD.

4.1.2 ADOS Interview Participants and Video Acquisition

For the recruited individuals, thirty-three participants completed the ADOS from which the

video data was generated. The reasons include that some recorded videos have low quality,

and some recordings were just used to serve as practice for the examiners. Participants

(age range = 16 ∼ 37 years; 26 males, 25.00 years; 7 females, 22.86 years), were primarily

right-hand dominant (n=31). Nine participants were interviewed twice (first visit and return

visit). The time span between the two interviews is about half a year. All participants had

a diagnosis of ASD, informed by the Autism Diagnostic Observation Schedule, Second

Edition (ADOS-2) [282], and confirmed by expert clinical judgment. They met the cutoff

scores for ASD on the ADOS-2 revised scoring system for Module 4 [283]. The ADOS-2

was scored according to the latest method, and we also derived calibrated severity scores

(CSS) for exploratory correlation analysis. (1) social affect (SA): 8.29 ± 4.55 (mean ±

SD); (2) restricted and repetitive behavior (RRB): 2.43 ± 1.50; (3) severity score for social
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affect (CSS-SA): 6.0 ± 2.52; (4) severity score for restricted and repetitive behavior (CSS-

RRB): 5.95 ± 2.40; (5) severity score for social affect plus restricted and repetitive behavior

(CSS-All): 5.64 ± 2.79. The ASD group had a full-scale IQ (FSIQ) of 96.83 ± 13.48 (from

the Wechsler Abbreviated Scale of Intelligence-2), a mean age of 24.05 ± 5.14 years.

The videos were acquired at the California Institute of Technology. The research diag-

nosis of ADOS is a lab routine for all participants with ASD. These videos were recorded

for autism individuals separately in a quiet room at the hospital using a video camera of 9.1

Mbps data rate, 30 frames per second frame rate, and 720×480 image resolution. Both the

examiner and the participant sit at a table, and the participant was asked to face the camera

as much as possible when he or she can during recording. The captured information con-

tains the participant’s body behaviors, face emotions, hand gestures, eye contact, speech

traits (volume, pacing), reciprocal social exchange with the examiner, etc.

The ADOS videos include 15 interview sections (scenes) between a clinician and a

person suspected of having ASD. The tasks included in ADOS Module 4 include: (1) Con-

struction task: the participant uses puzzle pieces to complete a diagram and is instructed

to request more pieces when needed; (2) Telling a story from a book: since the book has

very few words, the participant interprets the story from the visual cues including reading

emotions on the faces of the people in the story; (3) Description of a Picture; the picture

provides opportunities for interaction with the interviewer and to gauge spontaneous lan-

guage; (4) Conversation and Reporting: based largely on the picture the participant saw

in (3); (5) Current Work or School: a series of questions about these aspects of their life;

(6) Social Difficulties and Annoyance: discussion about social interactions and how they

perceive them; (7) Emotions: talking about the events/objects that elicit different emotions

in the participant and asking them to describe their feelings; (8) Demonstration Task: the

participant is asked to show and tell the interviewer how to do a typical procedure such as

brushing their teeth; (9) Cartoons: a series of cards depicting cartoon characters that tell

a story then the participant stands to retell the story and their use of the gestures, emo-
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Table 4.1: The information of selected ADOS scenes.

Scene Average Length(Seconds) # Frame(In total) # Frames (Average)

5 398 493,052 11,738
6 381 471,860 11,234
7 473 579,509 13,797
11 409 502,536 11,965
12 515 630,211 15,005
13 79 94,659 2,254
14 67 80,917 1,927

tions, and reference to relationships is evaluated; (10) Break: the participant is given a

few items (magazines, toys, color pens, papers) and the interviewer observes their behav-

ior during this free time; (11) Daily Living: questions about their current living situation

gauge their level of independence; (12) Friends, Relationships, and Marriage: gauge the

participant’s understanding of the nature of these types of relationships; (13) Loneliness:

the participant’s understanding of loneliness is evaluated; (14) Plans and Hopes: what does

the participant anticipate in the future for them self; (15) Creating a Story: the participant

uses their imagination to create a novel story using some objects. All participants were

evaluated in all sections.

The 15 ADOS sections were proceeded one by one in order. In each section, there

are multiple standard questions/instructions. Usually, the interviewer poses questions, and

each participant gives his or her corresponding responses, such as answering questions

verbally, performing some actions such as gesturing with their hands, and so on. At the

same time, the interviewer takes notes about the participant’s responses in real time from

the ADOS evaluation booklet. The time duration of each section depends on the response

of the participant. Different scenes are designed for the analysis of different aspects, e.g.,

facial expressions, body action, and hand movements. For instance, sections 8 and 9 show

more body actions, while 11 and 12 have more talking.
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Table 4.2: The scoring categories of ADOS observations.

Category Items Description

A Language and communication A1 ∼ A10 speech, gesture, etc.
B Reciprocal social interaction B1 ∼ B13 eye-contact, facial expression, speech, gesture, gaze, etc.
C Imagination C1 expressive language skills
D Stereotyped behaviors and restricted interests D1 ∼ D5 hand or figure behaviors, etc.
E Other abnormal behavior E1 ∼ E3 over activity, anxiety, tantrums, etc.

4.1.3 ADOS Interview Videos

ADOS is a semistructured assessment of communication, social interaction, and play (or

imaginative use of materials) for individuals suspected of having autism. In this study, all

individuals with ASD have been videotaped during their ADOS interviews, and all videos

have been scored with consensus by ADOS-reliable clinical psychologists. The scores will

serve as the ground truth to train the machine learning algorithm.

In summary, forty-two videos totaling 3,165 minutes have been captured. There are

two people (participant and interviewer) in each video. Most of the time, each participant

was asked to sit in the chair that faces the camera when talking with the interviewer, except

the Cartoon section (#9) requires the participant to stand up to perform body movements to

tell the story in the cartoon. Each video ranges in 50 ∼ 170 minutes. The average length of

the videos is about 75.36 minutes.

For further analysis, the raw video data are first preprocessed. For each video, we mark

the starting and end points of each task and split the video into 15 separate subvideos based

on the 15 ADOS tasks. To study the feasibility to analyze the videos automatically, we

chose carefully the interview sections for tasks 5, 6, 7, 11, 12, 13, and 14, focusing more

on the facial dynamics for feature extraction. Since participants were sitting on the chair for

most of the time during the interviews, it is proper to capture the dynamic features around

their face regions in a short, continuous period. 292 subvideos with 2,852,744 frames were

picked up finally with an average length of 334 seconds, as shown in Table 4.1. One can

see that scenes 5, 6, 7, 11, 12 take a longer time than 13 and 14.

74



Table 4.3: ADOS score calculation and classification.

Label Communication (Comm) Social Interaction (RSI) Comm + RSI Operation
A4, A8, A9, A10 B1, B2, B6, B8, B9, B11, B12

Autism ≥ 3 ≥ 6 ≥ 10 AND

Autism Spectrum
< 3 < 6 < 10 OR
≥ 2 ≥ 4 ≥ 7 AND

Non-Spectrum < 2 < 4 < 7 OR

4.1.4 ADOS Scores and Labeling

The scoring of ADOS-2 Module 4 videos (based on the entire video of all interview ques-

tions, not a single observation) by ADOS experts includes the following 5 broad categories

with 32 items: (A) Language and Communication, (B) Reciprocal Social Interaction, (C)

Imagination/Creativity, (D) Stereotyped Behaviors and Restricted Interests, and (E) Other

Abnormal Behaviors. In each scoring section (A-E), there are several detailed questions.

Table 4.2 shows a detailed item list of each scoring category. Each item contains a few

score levels: 0, 1, 2, 3, 7, and 8. Score 0 ∼ 3 indicates the severity level of the ASD

behavior targeted in that question. 0 means the participant’s response was at the level one

would expect for a person without ASD, while a score of 3 would be highly indicative of

ASD. Few questions include a possible score of 7 or 8 and indicate behaviors (e.g., limited

by physical disability) that are not contributing meaningfully to the ASD scoring and thus

would be scored 0 in the scoring total.

According to the ADOS-2 revised scoring system for the Module 4 algorithm [283],

the ADOS scores of all 32 items need to be converted to Module 4 algorithm scores by

(1) transferring the assigned ratings of 0,1, and 2 directly to the algorithm form (do not

convert), (2) converting the assigned ratings of 3 to algorithm scores of 2, and (3) converting

assigned ratings of 7 or 8 to algorithm scores of 0. The Module 4 algorithm adopts the

transferred scores of categories A (Communication), B (Reciprocal Social Interaction),

and A+B, for autism spectrum diagnostic classification (as shown in Table 4.3). There

are three diagnostic categories in total. (1) Autism: all three totals are greater than or
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equal to the three separate corresponding autism cutoffs (A: 3, B: 6, A+B: 10); (2) Autism

Spectrum: all three totals are greater than or equal to the three separate corresponding

autism spectrum cutoffs (A: 2, B: 4, A+B: 7), but at least one of them is less than its

corresponding autism cutoff (A: 3, B: 6, A+B: 10); (3) Non-Spectrum: any one of the three

totals is less than the autism spectrum cutoffs (A: 2, B: 4, A+B: 7). According to ADOS-

2 Module 4 classification, we have 17 videos with participants who have the diagnosis

of Autism, 10 videos with participants who have the diagnosis of Autism Spectrum, and

15 videos of individuals whose ADOS score resulted in the diagnosis of Non-Spectrum,

indicating they do not meet the criteria for a reliable ASD diagnosis.

4.1.5 Characterization of ASD Traits by ADOS Videos

Most existing databases for autism analysis and detection focus on capturing the gaze pat-

tern [118, 130, 137] of individuals when they visually scan images of natural scenes, or

they do face processing or facial emotion recognition [139, 140]. Some databases used

in body behavior analysis just videotaped certain specific body movements, like grasping

a bottle [131] or a simple upper-limb movement [132]. These gaze patterns, simple hand

movements, and body behavior, are conventional characteristics present in ASD, which

only present the one-fold symptom of autism. Besides, the number of images or video

clips in these databases are not big either.

Our database of ADOS interview videos is rich in terms of the variety of behaviors

exhibited, including facial dynamics, gaze patterns, eye contact, hand movements, body

behavior, speech traits, etc. It is designed specially to capture more complicated and var-

ious behaviors in adults with ASD, not only one aspect of the developmental disorder.

What is more, each video contains 15 ADOS interview tasks, which also provide abun-

dant information for analysis. Besides, the database is very large and includes forty-two

videos of thirty-three recruited individuals, totaling 3,165 minutes of video. After splitting

each video into 15 separate subvideos by the time point of each scene, 292 subvideos with

76



Figure 4.1: The pipeline of the video-based facial dynamics analysis for people with autism
spectrum disorder (ASD) trait classification.

2,852,744 frames were obtained with an average length of 334 seconds. Lastly, all videos

have already been scored by ADOS-reliable clinical psychologists with consensus, which

gives us the ground truth for ASD diagnostic classification.

4.2 Computational Method of ASD Trait Classification

Our method focuses on the analysis of the facial dynamics of ASD people when they par-

ticipate in the ADOS interviews. Figure 4.1 illustrates an overview of the framework.

We first extract key frames containing the subject of interest from ADOS scenes and crop

face regions as the preprocessing step. Then we conduct spatio-temporal feature extraction
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from the cropped video and apply sparse coding to generate discriminative features. Next,

feature distribution calibration and adaptive posterior learning are performed for few-shot

classification.

4.2.1 3D Spatio-Temporal Facial Feature Extraction

Unlike image-based facial expression analysis [114, 115], both spatial and temporal infor-

mation in ADOS videos are important to the classification of autism traits. On the one

hand, spatial information relevant to ASD is embedded in the form of facial appearance,

static expression, and eye movements of participants. On the other hand, temporal infor-

mation related to ASD is characterized by facial motion across frames, conveying the facial

dynamics of the subjects, such as expression and microexpression changes, gaze patterns,

and head pose variations. To fully exploit the discriminative information in space and time,

it is plausible to consider a method of 3D spatio-temporal feature extraction by encoding

both appearance and dynamics from the given input video.

Video Pre-processing. Before extracting dynamic facial features, a face detection method

is applied to determine the facial region of the participant in video frames. A face detector

Multi-Task Cascaded Convolutional Networks (MTCNN) [284] is adopted here, which is

a deep cascaded multitask based face detector. All detected faces are cropped by a square

bounding box, and 60 continuous face frames (about two seconds long) are integrated as a

3D volume for feature extraction. In some subvideo clips, the frames that the face detector

fails are simply skipped.

Spatio-Temporal Feature Extension. Local Phase Quantization in Three Orthogonal

Planes (LPQ-TOP) [285] is a descriptor extended from the purely spatial representation

LPQ for spatio-temporal analysis. It is obtained from small space-time video volumes.

The histograms from all space-time video volumes are concatenated as a feature vector to

represent the corresponding face image sequence. First, the basic LPQ features, denoted

as XY-LPQ, XT-LPQ, and YT-LPQ, are independently extracted from three orthogonal
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planes: XY, XT, and YT, respectively, while considering the co-occurrence statistics in

these three directions. The XY plane provides the spatial domain, while the XT and YT

planes have the temporal information. Thus, by using this dynamic texture descriptor, both

appearance and motion in three directions are considered.

4.2.2 Discriminative Representation Learning

For the task of ASD trait classification, it is important to work with discriminative features

instead of original data representations such as LPQ-TOP features. The problem of dis-

criminative representation learning [286] has been extensively studied in the literature of

ML and CV. Generally speaking, there are two classes of strategies: dictionary learning via

sparse coding (e.g., K-SVD [287]) and dimensionality reduction via factor analysis (e.g.,

Marginal Fisher Analysis [288]). In this work, we have considered a combination of both

methods to generate composite discriminative features for our autism video analysis.

Sparse Coding via K-SVD. After Spatio-Temporal feature extraction, hundreds of LPQ-

TOP features are generated from a single subvideo. Sparse coding is used to organize

these feature descriptors together, which aims at obtaining a sparse representation. Sparsity

means that only a small fraction of the entries are nonzero among all coefficients of base

vectors. This kind of representation can be discriminative and concise, as it could select a

subset of base vectors which express the concentrated input signal. A popular approach to

signal modeling is the synthesis-based sparse representation model, where a signal x ∈ Rd

is assumed to be composed as a linear combination of a few atoms from a given dictionary

D ∈ Rd×n [289, 290]. The main activity in studying this model concentrated on estimating

the representation of a corrupted signal and learning the dictionary D from signal examples.

K-Singular Value Decomposition (K-SVD) [287] is one of the popular dictionary learning

algorithms.

K-SVD is an unsupervised dictionary learning method and focuses on the representa-

tional power [291]. Given a set of n-dimensional input signals Y = [y1, ..., yN ] ∈ Rn×N ,
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a dictionary D = [d1, ..., dK ] ∈ Rn×K can be learned by lowering the reconstruction error

via sparse coding as follows:

arg minD,X ∥Y −DX∥22 s.t. ∀i, ∥xi∥0 ≤ T, (4.1)

where X = [x1, ..., xn] ∈ RK×N consists of the sparse codes of the input signals Y, and T

is a positive integer specifying the sparsity level.

An LPQ-TOP feature can be treated as a sparse linear combination of all dictionary

words plus a residual or sparse error. The values of the coefficient of linear combination

are generated as the sparse code. Finally, all these sparse codes on the whole subvideo

are averaged as a descriptor of the visual-based nonverbal behavior manner for the sub-

ject. Each code can be considered as a typical behavior pattern. The average sparse codes

provide a better characterization towards a clarified behavior manner.

Dimensionality Reduction via Marginal Fisher Analysis (MFA). For further enhanc-

ing the discriminative capability, a supervised dimensionality reduction algorithm called

Marginal Fisher Analysis (MFA) [288] is utilized to map the sparse feature into a new space

with a better discrimination. In comparison to Linear Discriminant Analysis (LDA), there

is no assumption on the data distribution, thus it is more general for discriminant analysis.

This method utilizes the graph embedding framework as a tool, designs two graphs that

characterize the infraclass compactness and interclass separability, respectively, and opti-

mizes their corresponding criteria based on the graph embedding framework by obtaining

the optimal projection vector v̂ to satisfy Eq. (4.2):

v̂ = arg minv
vTXLintraX

Tv

vTXLinterXTv
(4.2)

where X = [x1, ..., xn] is input data, Lintra is within-class Laplacian matrix, and Linter

is between-class Laplacian matrix. Lintra is calculated by Dintra − Sintra, and Linter is

Dinter − Sinter. In them, Sintra is the affinity weight matrix where sij = 1 when xi and
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xj are k nearest neighbors of each other in same class, otherwise sij = 0. Sinter is the

opposite. D is a diagonal matrix, in which Di,i =
∑

j sji.

4.2.3 Few-shot Learning

Distribution Calibration (DC). The model is easy to become overfitted if it is trained on

the data with a biased distribution containing only a limited number of samples such as

ASD population. One effective strategy of combating such few-shot learning scenarios is

to calibrate the distribution of these few-sample classes by transferring statistics from the

classes with sufficient examples [292]. Inspired by the success of distribution calibration

[292], we assume that a few examples can be sampled from the calibrated distribution for

expanding the inputs to the classifier. Under the framework of autism trait classification,

we further assume every dimension of the extracted facial feature in the previous subsec-

tion follows a Gaussian distribution. Therefore, the mean (µ) and the variance (σ) of the

distribution of each class in the target data can borrow from that of similar classes (base

data) whose statistics are better estimated with a few samples.

Similar to [292], the feature of target data can be transformed by Tukey’s Ladder of

power transformation [293] as described in Eq. (4.3) to reduce the skewness of the distri-

bution:

x̃ =


xλ if λ ̸= 0

log(x) if λ = 0

(4.3)

where λ is a hyperparameter to adjust the distribution. For each class, Eq. 4.4 is used to

calibrate the mean µ̂ and the covariance σ̂ for each class using x̃, and then the generated

features are achieved from the calibrated distribution.

µ̂ =
µ+ x̃

2
, σ̂ = σ + α (4.4)
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where α is a hyperparameter determining the degree of dispersion of spatio-temporal fea-

tures after discriminative mapping.

Adaptive Posterior Learning (APL). Next, the calibrated features are fed to an adaptive

posterior learning (APL) [100] model to perform few-shot learning. The key idea behind

APL is to approximate probability distributions by remembering the most surprising obser-

vations it has encountered. In the situation of ASD trait classification, the past observations

can be recalled from an external memory module and processed by a decoder network. The

objective of FSL is achieved by combining the information from different memory slots to

generalize beyond direct recall. More specifically, our APL implementation consists of

three parts: Encoder, Decoder and Memory.

The Encoder encodes the input. It is implemented by a convolutional network, which is

composed of a single first convolution and 15 convolutional blocks. Each block has a Batch

Normalization layer, a ReLU activation, and a convolutional layer with the kernel size of 3.

For every three blocks, the convolution contains a stride of two to downsample the feature.

Finally, the feature is flattened to a 1D vector and passed through a Layer Normalization

function.

The memory stores the codes that the encoder has seen as key-value format. Key is the

encoded embedding, and value is the true label. A controller is designed to decide which

embedding can be written, at the same time, trying to minimize the amount of written

embedding. A quantity metric surprise is defined to indicate the probability model assigns

the input to the true class correctly. The higher the probability is, the less surprised it will

be. If an embedding is surprising, it should be written in memory; otherwise it should be

discarded. When querying, the memory is scanned for the top k nearest neighbors of the

embedding of input. The concatenation of query embedding, recalled neighbor embeddings

with memory labels and distances is fed to the decoder.

The Decoder predicts the probability distribution over targets. It is implemented by a

relational feed-forward module with self-attention. It compares each neighbor individually
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with the query using a cross-element comparison with a self-attention module, and then

reduces the activations with an attention vector calculated from neighbor distances. The

self-attentional blocks repeat five times in a residual manner. The resulting tensors are

called activation tensors. Besides, the distances between neighbors and query are passed

through a softmax layer to generate an attention vector, which is summed with the activa-

tion tensor over the first axis to obtain the final logit result for classification.

4.3 Experimental Results of Trait Classification

The experiment is conducted on the ADOS videos that we introduced in Section 4.1. In this

subsection, we first describe the implementation settings and procedure in detail. Then, we

show the performance of individual scenes and the fusion of selected scenes. We have also

compared this work with several recently proposed image-based classification methods to

demonstrate the superiority of the proposed approach. Significant improvements of ASD

trait classification accuracy have been achieved by the proposed feature-level and scene-

level fusion strategies. Finally, the results of our ablation study are reported; limitations of

the proposed method and discussions about future research directions are presented.

4.3.1 Experimental Setup

Preprocessing. To extract a facial representation from the videos, the first step is to apply

face detection and cropping to get the region of interest for each video frame. In our

experiments, we chose MTCNN [284] as the face detector to crop the participants’ faces.

All cropped faces are resized to grayscale images with a size of 100 × 100. Finally, about

98.9% of frames containing faces are successfully detected.

Facial Feature Extraction. In our experiment, we adopt a three-dimensional face region

subvolume as the basis for feature extraction. Two-second long face frames are considered

as the basic unit. Frames that faces are failed to be detected are removed directly. After 3D

spatio-temporal feature extraction, a 768 dimensional feature vector is obtained for each
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3D subvolume (100 × 100 × 60), in which the first 256 features are extracted from XY

plane, the second 256 from XT plane, and the third 256 from TY plane. To learn the sparse

coding dictionary, only LPQ-TOP features from the training data are employed. We borrow

the settings from [39] in which the dictionary with sparse level 3 and word size 250 for K-

SVD, and, for MFA, the number of nearest neighbors k is 4 for within-class definitions and

2000 for between-class definition.

Few-shot Learning. For calibration distribution, the extracted features of all selected

scenes are treated as base data to estimate the mean and variance of each class for each

scene. The mean of the feature vector is calculated as the mean of every single dimension

in the vector. Covariance is used for a better representation of the variance between any

pair of elements in the feature vector. Here, λ is 0.5, and α is 0.21. The calibrated features

are then fed into APL module to predict probabilities. The APL module applies a squared

l2 distance to compute the distance between queries and embeddings stored in memory,

and the top three nearest neighbors are returned from the memory. The threshold of the

surprise measure metric is set to 0.75. We train 20000 episodes using a Cross Entropy loss,

and save the model per 100 episodes. The model with the highest accuracy is selected to

evaluate the performance on the test set.

Performance Evaluation. In our experiment, we perform a three-class classification. Due

to the small amount of subjects in the database, we adopt a ten-fold cross-validation for

each experiment. All videos were partitioned into ten subsets (2 subsets contain 5 videos

each, and the other eight contain 4 videos each). One subset is retained as the validation

data for testing the model, and the remaining nine subsets are used for training. The cross-

validation process is then repeated ten times, with each of the ten subsets used exactly

once as the validation data. The ten accuracy values are averaged to produce the final

accuracy. We quantitatively measure the performance of the method in terms of accuracy

of each scene and the fusion of multiple scenes. For fusion strategy, feature concatenation

is applied to selected scenes and then fused feature is fed into few-shot learning module for
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Table 4.4: Accuracy (%) of our method (LPQ-TOP+K-SVD+MFA+APL+DC), LPQ-TOP,
LPQ-TOP+K-SVD, LPQ-TOP+K-SVD+MFA, and LPQ-TOP+K-SVD +MFA+APL, on
individual scenes.

Scene No. 5 6 7 11 12 13 14

LPQ-TOP 61.40 61.35 52.29 55.11 51.29 47.98 44.72
LPQ-TOP+K-SVD 65.35 64.21 61.26 55.61 53.81 56.35 61.41
LPQ-TOP+K-SVD+MFA 81.45 81.51 73.49 69.58 72.09 76.50 72.00
LPQ-TOP+K-SVD+MFA+APL 88.67 87.35 79.17 79.17 83.33 87.25 83.33
LPQ-TOP+K-SVD+MFA+APL+DC (ours) 89.64 89.55 86.83 87.12 88.33 88.67 88.49

Table 4.5: Performance (%) of our method on feature level fusion (feature concatenation).

Features Scenes Accuracy(%)

TOP 3 5,6,13 90.00
TOP 5 5,6,12,13,14 91.67
TOP 7 5,6,7,11,12,13,14 91.72

classification.

4.3.2 Performance of Individual Scenes

Seven selected scenes (5, 6, 7, 11, 12, 13, 14) are experimented with ten-fold cross-

validation, respectively. To facilitate the visual inspection, we have shown the fusion results

in both Table 4.4 and Fig. 4.2. One can clearly observe the improvement of accuracy as our

computational model becomes more sophisticated (significant gain is achieved by adding

MFA and APL into the model).

From the result shown in Table 4.4 (last row), we can see scene 5 and 6 gained pretty

high accuracies (89.64% and 89.55%), the following scenes 11, 12, 13 also obtained high

accuracies (above 88%), and scenes 7, 11 had the lowest accuracies (86.83% and 87.12%).

It can be noted that the lengths of different scenes vary, so does their discriminative power

for ASD trait classification. It seems that talking topics that may cause mental or emotional

stress on participants could reveal more explicit face behaviors showing autism spectrum

disorder. For example, as shown in Fig. 4.2, scene 5 discusses work or school things to

evaluate their realistic understanding of the possibilities for future employment, training,
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Table 4.6: Accuracy (%) comparison with other competing methods.

Methods Scene 5 Scene 6 Scene 7 Scene 11 Scene 12 Scene 13 Scene 14 Overall

Beary et al. [143] 66.07 64.29 55.36 62.5 62.5 67.86 66.07 68.46
Akter et al. [144] 73.57 61.07 64.64 64.64 57.5 68.21 70.57 75.9

Lu& Perkowski [145] 75.43 70.71 57.86 56.07 60.86 66.79 54.29 78.96
Ours 89.64 89.55 86.83 87.12 88.33 88.67 88.49 91.72

or experience necessary for future employment, and scene 6 talks about social difficulties

and annoyance, which contains problems or troubles getting along with other people, like

irritation, tease, or bullying.

4.3.3 Performance of Scene-level Feature Fusion

We have also compared the classification performance by fusing several scenes together

at the feature level (i.e., via feature concatenation). The fusion experiments are conducted

for the top three (5, 6, 13), top 5 (5, 6, 12-14), and top 7 (5-7, 11-14), respectively. The

experimental results are shown in Table 4.5. From the table, one can see that top-seven

fusion achieves the best performance with an accuracy of 91.72% by fusing all selected

seven scenes that are comparable with the standardized diagnostic scales, with the advan-

tages of efficiency and objectiveness. By contrast, scene-level fusion achieves 91.67% and

90.00% for the top 5 and top 3 settings. The comparison result shows the effectiveness of

combining multiple scenes to improve the performance.

To the best of our knowledge, there are little video-based facial analysis methods of

autism published in the open literature. For autism research, only a few video-based meth-

ods with special constrains on the data exist (e.g., [151]); others have only done some

preliminary analysis work on extracted frames [153]. Taking [151] for example. It uses

face-based attention recognition models to detect and classify children with ASD on videos

which record the facial behaviors of the participants when they are taking the attention

tasks. However, the class labels should be annotated as with attention and without attention

according to the attention behavioral rules. For comparison, three image-based methods

on facial analysis of autism are chosen in our experiment. Since the codes are not released
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publicly, we try our best to reimplement the mentioned methods according to the descrip-

tion of the papers. Most methods are designed using transfer learning based on pretrained

deep models, such as VGG16, MobileNet, etc. We get the output of the last layer before

the final classification layer of the model as the feature of the input frame. To get proper

video feature, for each subvideo, we extract the facial feature of one frame for each 60

continuous face frames and adopt K-SVD on these features to generate sparse codes. All

codes are averaged as the final descriptor. SVM is used for three-class classification. Our

method performs better than others as shown in table 4.6.

Figure 4.2: Histogram of accuracy (%) of LPQ-TOP+K-SVD+MFA+APL+DC(our
method), LPQ-TOP, LPQ-TOP+K-SVD, LPQ-TOP+K-SVD+MFA, and LPQ-TOP+K-
SVD+MFA+APL. Best view in color.

4.3.4 Ablation Study

During feature extraction, we had several strategies to derive more discriminative features,

e.g., K-SVD, MFA. For better classification, DC and APL are designed to further improve

the performance. Here, we validate the contribution of each component by conducting an

ablation study. The results of our ablation study can be seen in Fig. 4.2.

In the experiment of LPQ-TOP component, the LPQ-TOP feature of each 3D space-

time volume is extracted directly as one training/test sample for classification. In the re-
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maining experiments, the feature of each subvideo is treated as one data sample. From

the result, one can see that most accuracies are lower than that of the complete method.

Figure 4.2 gives a visual illustration of the contribution from different components. All

components are useful for the classification algorithm to improve the recognition accuracy,

especially the addition of MFA and APL. Since there is no assumption on the data distribu-

tion, MFA is more general for discriminant analysis, which explains its significant role in

improving the accuracy. The inter-class margin can better characterize the separability of

different classes. The deep learning based APL module can better predict probability dis-

tributions of input by recalling past observations and combining information from different

memory slots to generalize beyond direct recall.

4.4 Methodology of Facial Micro-Expression Analysis

In this task, we focus on the analysis of the facial micro-expression of ASD people in

the ADOS interviews. Figure 4.3 illustrates the pipeline of the framework. It contains

4 steps: pre-processing, micro-expression spotting, feature extraction and classification.

First, the face frames are extracted from the video by detection and cropping. Second,

we use a spotting model to locate the onset, apex, and offset of each micro-expression

movements. And then, discriminative feature from each spotted segment are learnt. The

final representation is fed to SVM for classification.

Figure 4.3: Basic framework of facial micro-expression analysis in ADOS videos.
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4.4.1 Pre-processing

First, we split the whole video into 15 separate subvideos based on the 15 tasks, and choose

scene 5-7 and 11-14 for face analysis. For each scene, a face detection method is applied to

determine the facial region of the participant in video frames. A face detector Multi-Task

Cascaded Convolutional Networks (MTCNN) [284] is adopted here, which is a deep cas-

caded multitask based face detector. All detected faces are cropped by a square bounding

box.

Facial micro-expressions vary from the visible to the subtle. Before analysis, motion

magnification is considered to enhance the intensity level of facial expressions, making

subtle facial muscle movements more recognizable and distinguishable. We choose Eu-

lerian Video Magnification (EVM) [294] to magnify tiny muscle movements and colors.

The basic idea is to apply spatial decomposition, followed by temporal filtering to the input

frames. The method first decomposes the input video sequences into different spatial fre-

quency bands, and applies the same temporal filter to all bands. The filtered spatial bands

are then amplified by a given factor α, added back to the original signal, and collapsed to

generate the output video.

4.4.2 Optical Flow Feature

Optical flow feature has shown the usefulness of spatio-temporal motion information in

micro-expression analysis [205, 295, 296]. In this task, we extract three different optical

flow features (horizontal component, vertical component, and optical strain) of frames as

the input data of the spotting model.

The optical flow features are computed between two frames, i.e. current frame Fi and

the k-th frame after Fi, Fi+k, where k is half of the average length of an expression move-

ment. For horizontal (u) and vertical (v) components, TV-L1 [297] is used to calculate the

optical flow feature. Optical strain (ε) [205] is a derivative of optical flow. It captures subtle

motion changes based on the elastic deformation of facial skin tissue (facial deformation).
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Let I(x, y, t) be a video sequence, optical strain ε is defined as follows:

ε =

 δu
δx

1
2
( δu
δy

+ δv
δx
)

1
2
( δv
δx

+ δu
δy
) δv

δy

 (4.5)

these three components (u, v, and ε) represent the input data of the spotting model.

4.4.3 Micro-Expression Spotting

Micro-expression spotting is to find the time intervals at which micro-expressions are de-

tected [298]. The time interval is composed of onset, apex and offset frame. Onset frame is

the moment when the facial muscle movements begin to increase, as the green box shown

in Fig. 4.4. Apex frame (red box) is when a facial expression develops to its most obvious

moment. Offset frame (blue box) is when the facial muscles return to a neutral appearance.

What we want is the segment of frames from onset to offset.

Figure 4.4: Onset (green box), apex (red box) and offset (blue box) frames of facial micro-
expression segments.

Spotting task is a prerequisite for advanced facial micro-expression analysis. Proper

spotting can decrease the redundant information of the data. We choose a shallow three-

stream CNN model (SOFTNet) [299] as the basic model. It treats the spotting task as a

regression problem that predicts how likely a frame belongs to a micro-expression. It takes

three different optical flow features of frames as input. As shown in Fig. 4.5, three types of
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optical flow features (u, v, ε) of the i-th frame are fed into three streams, respectively. Each

stream consists of a single convolutional layer with 3, 5, and 8 filters respectively, followed

by a max-pooling layer to reduce the feature map size. The features from three streams

are then concatenated by channel-wise fusion, followed another max-pooling layer. The

output is flattened by a 400-node layer, and fully connected to a single output score via

linear activation. Finally, the model predicts a spotting confidence score ŝi of frame i.

Figure 4.5: Framework of facial micro-expression spotting model.

Figure 4.6: Score aggregation using a sliding window approach.

After obtain the confidence scores of all frames in a video, we use a sliding window

approach to smooth the scores. The predicted scores of k frames before the current i-th

frame, and k frames after the i-th frame, are averaged as the final score of frame i. As

shown in Fig. 4.6, the aggregated score of i-th frame is calculated by:
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ŝi,ϕ =
1

2k + 1

i+k∑
j=i−k

ŝj,ϕ, fori = F1 + k, ..., Fend − k. (4.6)

where k is half the average length of micro-expression, ϕ means all frames in the video.

Different input subvideos have different thresholds. Finally, we compute the threshold

of the input video and use this score to spot the peaks in the video. The threshold T is

computed by:

T = Ŝavg + p× (Ŝmax − Ŝavg), (4.7)

where Ŝavg and Ŝmax are the average and maximum predicted scores over the given video,

and p is a tuning parameter between 0 and 1. If the frame s is a local maxima and the

minimum distance between two continuous local maxima is greater than k, this frame can

be chosen as a peak frame. The final micro-expression interval Ê = [s − k, s + k] is

composed of 2k + 1 frames by extending k frames forward and backward.

4.4.4 Micro-Expression Feature Extraction

Figure 4.7: BERT-based Auto Encoder: the framework for facial micro-expression feature
extraction.

After we have obtained all the spotted intervals of ADOS videos, next step is to extract

discriminative feature of each interval for autism diagnosis. The goal is to recognize tiny
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facial movements difficult for humans to perceive. We use a BERT-based Auto Encoder

model (Micron-BERT) [300] as shown in Fig. 4.7 to automatically capture these micro-

changes of facial texture across temporal dimensions in an unsupervised manner.

Micron-BERT consists of five main modules: Patch-wise Swapping, Encoder, Diag-

onal Micro-Attention (DMA), Patch of Interest (POI) and Decoder. Two input frames

Ionset and Iapex, are first divided into a set of several non-overlapping patches, respectively.

Patch-wise Swapping module randomly swaps two corresponding patches between Ionset

and Iapex to create a swapped image Iswapped. Each patch in Iswapped and Iapex is linearly

projected into a latent vector by Encoder, with additive fixed positional encoding [9]. And

then, the Diagonal Micro-Attention (DMA) module adopt a new attention mechanism to

enforce the network automatically focusing on swapped patches and equip it with the abil-

ity to precisely spot and identify all changes between Ionset and Iapex. Besides, a cropped

version of Iapex is obtained. Before feed image patches into Encoder, a Contextual Token

is added to the beginning of the sequence of patches to learn the contextual information in

the image. Patch of Interest (POI) module uses a contextual agreement loss by comparing

the contextual agreement between the frame Iapex and Crop(Iapex), to enables the model to

automatically explore the salient regions and ignore the background patches in an image.

After DMA and POI process, the latent vector of Iswapped is finally input to Decoder to

reconstruct Ionset using construction loss function.

Patch-wise Swapping. Given two frames Ionset and Iapex, each frame I ∈ RH×W×C is

divided into a set of non-overlapping patches with same size:

P = {pi}n−1
i=0 , (4.8)

where H , W , C are the height, width, and number of channels, respectively, and n is the

number of patches. Each patch pi has a resolution of s× s.

We firstly randomly select a part of patches from some location of frame Ionset and
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Figure 4.8: Samples of Patch-wise Swapping result with different swapping ratio: (a) 0, (b)
0.3, (c) 0.5, (d) 0.7, (e) 1.0.

patches of the remaining location are from corresponding location of frame Iapex. The

collected patches are used to create the swapped image Iswapped. By doing so, the model

can be forced to spot these changes and reconstruct Ionset from Iswapped. Moreover, if

we replace Iapex with a frame that is closer to Ionset in the sequence of a micro-expression

segment, the robustness on spotting these differences of the model can be further enhanced.

Fig. 4.8 shows some samples of swapping result between onset and apex frames (image

size: 224 × 224, patch size: 8 × 8), here, swapping ratio means the rate of patches from

apex frame.

Encoder. The Encoder is to map input frame I into latent space. Each patch pi ∈ P as a

basic unit is linearly projected into a latent vector zi ∈ R1×d, where d is dimension. The

latent vector of I can be represented as:

Z = concat[ z0, z1, ..., zn−1] ∈ Rn×d. (4.9)

Encoder is composed of a stack of continuous blocks. Fig. 4.9 illustrates the archi-

tecture of one building blocks. It consists of one Multi-Head Attention (MHA) layer and

one Multi-Layer Perceptron (MLP). One Layer Normalization (LN) is employed to the in-

put signal before feeding to MHA and MLP layers. For example, for each patch pi, the
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Figure 4.9: Building block of Encoder and Decoder.

intermediate latent code xl is represented as:

x
′

l = xl−1 +MHA(LN(xl−1)),

xl = x
′

l +MHA(LN(x
′

l)),

x0 = pi

(4.10)

Diagonal Micro-Attention (DMA). After Patch-wise Swapping, the image patches Pswapped

from Iswapped contains two types of patches, ponset from Ionset and papex from Iapex. The

goal of DMA is to detect tiny differences between two frames. The details of DMA are

illustrated in Fig. 4.10. First, an attention map Â between Pswapped and Papex is constructed

by:

Â = softmax(Q(apex)⊗K(swapped)T ), (4.11)

where the values in diagonal line (diag(Â)) indicate correlations between two correspond-

ing patches of pswapped and papex. diag( Â) can be applied as weights indicating importance
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Figure 4.10: Diagonal Micro-Attention (DMA) Scheme.

of each patch features. The final feature after DMA operation can be represented as:

FDMA = diag(Â)× V (swapped). (4.12)

By applying Patch-wise Swapping and DMA, the model can better focus on facial re-

gions that primarily consist of small facial movements between frames.

Figure 4.11: Patch of Interest (POI) Scheme.

Patch of Interest (POI). The ideal situation for Patch-wise Swapping and DMA is that

all swapped patches come from locations within facial region. In this case, the model can
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preciously focus on facial micro-movements, and not be distracted by unrelated changes

like background. So, a module named Patch of Interest (POI) is adopted to constrain the

model to localize and highlight facial micro-expression interest regions rather than unre-

lated regions such as the background.

Since self-attention [9] allows each patch token to represent contextual information

within the group to which it belongs, rather than representing an individual meaning like

CNN, the transformer has a property of adaptive weight aggregation. POI module relies

on the contextual agreement between frame Iapex and Crop(Iapex). Before fed into the

Encoder, a Contextual Token zCT is added to the beginning of the sequence of patches.

zCT can learn the contextual information in the image as it goes through the transformer

blocks. The deeper zCT passes through the blocks, the more information is accumulated

from zi. In essence, zCT can be treated as a place-holder to store the contextual information

of the image that are extracted from other patches in the sequence.

The detail is shown in Fig. 4.11. Given two input frames Iapex and Crop(Iapex) and

added Contextual Tokens zCT
apex and zCT

crop apex, latent vectors are obtained by Encoder. The

latent vector is composed of patch feature and contextual feature. We only focus on the

contextual features. Contextual Agreement Loss is defined to enforce the similarity of con-

textual features of Iapex and Crop(Iapex) so that the model can discover the salient patches:

Lagg = MSE(CTapex, CTcrop apex). (4.13)

The POI in contextual feature (CT) of I can be extracted from the attention map A in

the last attention layer of Encoder:

S = A[ 0, :] = [ s0, s1, ..., sn−1] , (4.14)

where
∑n−1

i=0 si = 1. A high score of si means the corresponding patch contains richer

contextual information.
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The POI of frame Iapex in contextual feature Sapex can contribute to the final feature

FDMA:

FDMA = diag(Â)× Sapex × V (swapped). (4.15)

and this feature as final latent vector is fed into Decoder for reconstruction.

Decoder. Decoder and Encoder is designed symmetrically. Decoder has similar architec-

ture to Encoder. Given a latent code FDMA, the Decoder tries to reconstructed a frame

image Irecon. The Reconstruction Loss is defined by:

Lr = MSE(Irecon onset, Ionset). (4.16)

Loss Function. The final loss function of the BERT-based Auto Encoder is represented as:

L = α× Lr + β × Lagg, (4.17)

where α and β are the weights for reconstruction loss and contextual agreement loss.

By adopting a series of strategies like Patch-wise swapping, DMA and POI, the model

can adaptively focus on only meaningful facial regions to detect the tiny moment changes

and ignore the ones in the background.

4.5 Experiments of Micro-Expression Analysis

The experiment is conducted on the ADOS videos that we introduced in Section 4.1 and

later collected ADOS data from control group by WVU. In this subsection, we first describe

the implementation settings and procedure in detail. Then, we will show the performance

of individual scenes and the fusion of selected scenes. We will also compare this work with

several recently proposed image-based classification methods to demonstrate the superior-

ity of the proposed approach.
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4.5.1 Experimental Setup

Data and Augmentation. To normalize the face resolution, the facial region in each frame

is cropped and resized to 128 × 128 pixels. Cropping was performed after the square

bounding box was detected from the first (reference) frame of each raw video. We choose

a loose bounding box to make sure the whole face in each frame is included.

The original ADOS data contains 42 videos in ASD group and 9 videos later collected

from control group. We make an image-based data augmentation on cropped face frames as

shown in Fig. 4.12 to enlarge the scale of control group by horizontal flipping, brightness

changing, and histogram equalization.

Figure 4.12: Data augmentation results of (a) raw data by (b) horizontal flipping, (c) bright-
ness changing, and (d) histogram equalization.

Spotting Model Setup. We use a pre-trained SOFTNet model to spot micro-expression

intervals. The model was trained on micro-expressions data of CAS(ME)2 [301] which

contains 98 long videos consisting of 300 macro-expressions and 57 micro-expressions

captured from 22 subjects. Both macro-expressions and micro-expressions were fully an-

notated with onset, apex, and offset by professional coders. The images are resized to

128 × 128. The half average length of the micro-expression k is 17 calculated based on

CAS(ME)2. The value of p in the Eq. 4.7 of calculating threshold is set to 0.55.
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Micron-BERT Model Setup. We use a well-trained Micron-BERT Model to extract

micro-expression features. The training strategy is that: (1) it is first trained on a large-

scale unlabeled data for self-training, in which all raw frames are from CAS(ME)3 [302]

which provides 1,109 labeled micro-expressions and 3,490 labeled macro-expressions. The

images are resized to 224× 224 with 3 channels, and each is divided into n = 784 patches

with same resolution of 8× 8. Each patch is projected to a latent space with d = 512. Both

Encoder and Decoder have 4 building blocks; (2) and then we take the pre-trained Encoder

and DMA modules as the backbone to fine-tune the model for micro-expression recognition

task on CASME II [303] which contains 247 micro-expression samples from 26 subjects

of the same ethnicity. The input is onset and apex frames for each micro-expression move-

ment; (3) finally, the well fine-tuned model is used as a feature extractor to obtain FDMA

feature defined in Eq. 4.12 of spotted micro-expression segments on ADOS data for binary

classification.

Figure 4.13: Average threshold of spotted micro-expression movements on each scene.

Measure Metrics. In this experiment, we formulate the autism diagnosis as a binary clas-

sification problem with ASD and control categories. We take similar evaluation procedure
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with previous trait classification work, 10-fold cross validation. The performance is mea-

sured by accuracy and F1 score. We quantitatively measure the performance of the method

on each scene and the combination of multiple scenes.

Figure 4.14: Average number of spotted micro-expression movements on each scene.

Figure 4.15: Average apex score of spotted micro-expression movements on each scene.
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Figure 4.16: Some samples of spotted micro-expression movements on ADOS.

4.5.2 Spotting Result Analysis

Figs. 4.13 ∼ 4.15 show the statistics distribution of ASD and control groups on each scene.

It is known that different people may perform different facial actions in terms of number

of involved face units, scale of face areas, etc., so different input videos have different

thresholds (mentioned in Eq. 4.7) to detect micro-expression. It can be found from Fig.

4.13 that control group presents higher threshold than ASD group, especially in scenes

11∼13. In Fig. 4.14, one can see that more micro-expression movements in ASD group

are spotted than that in control group. Scenes 12 and 6 even double the average number. It

seems ASD participants show more micro-expression movements during the interview in

terms of number. One of possible reasons may be the lower threshold calculated in ASD

videos. Besides, as Fig. 4.15 shows, the control group shows higher apex scores than ASD
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which means the subtle facial movement changes on faces in control group are easier to be

noticed.

Figure 4.17: More facial expression samples of (a) ASD and (b) Control on ADOS.

Fig. 4.16 gives four samples of micro-expression movements. Left figure shows scores

distribution of all frames in the scene, and right figure shows the onset, apex and off-

set frames of one selected micro-expression segment, and possible facial movements. By

visual check, it is noted that ASD participants have more trouble making spontaneous ex-

pressions than control group. ASD participants tend to remain expressionless, less smiling.

They produce looks that are odd or difficult to interpret, sometimes give ambiguous looks.

Some examples are shown in Fig. 4.17.

4.5.3 Performance of Individual Scenes

Seven selected scenes (5, 6, 7, 11, 12, 13, 14) are experimented with ten-fold cross-

validation based on subjects, respectively. The subjects in train and test sets are non-

overlapping. We try different swapping ratio between onset and apex input frames to extract

FDMA feature of each micro-expression segment using well-trained Micron-BERT model.

SVM is adopted for final binary classification. Majority voting is used to decide the final

category of the subject belongs to. If more than half micro-expression segments of the
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Table 4.7: Performance of our method on different scenes. Accu. - Accuracy.

Swapping 0 0.3 0.5 0.7 1.0
Ratio Accu. F1 score Accu. F1 score Accu. F1 score Accu. F1 score Accu. F1 score

Scene 5 0.9482 0.9421 0.9481 0.9421 0.9482 0.9482 0.9421 0.9421 0.9482 0.9421
Scene 6 0.8982 0.8857 0.8982 0.8857 0.8857 0.8730 0.8982 0.8857 0.8982 0.8857
Scene 7 0.9107 0.9027 0.8982 0.8887 0.8982 0.8887 0.9125 0.9030 0.8982 0.8887
Scene 11 0.9458 0.9435 0.9458 0.9435 0.9333 0.9265 0.9458 0.9435 0.9333 0.9265
Scene 12 0.9357 0.9337 0.9357 0.9337 0.9607 0.9603 0.9232 0.9167 0.9232 0.9197
Scene 13 0.9446 0.9433 0.9446 0.9433 0.9446 0.9432 0.9446 0.9433 0.9446 0.9433
Scene 14 0.8917 0.8960 0.8917 0.8960 0.9042 0.913 0.9042 0.9130 0.9042 0.9130

Top 3 0.9607 0.9590 0.9607 0.9590 0.9482 0.9463 0.9732 0.9730 0.9482 0.9421
Top 5 0.9482 0.9463 0.9607 0.9590 0.9482 0.9421 0.9607 0.9603 0.9482 0.9421
Top 7 0.9482 0.9463 0.9482 0.9463 0.9357 0.9294 0.9482 0.9463 0.9357 0.9294

subject are classified as ASD, the final category of this subject is treated as ASD. Table

4.7 (upper part) shows accuracy and F1 score on individual scenes. Here, swapping ratio

means the rate of patches from apex that are used in final swapped frame.

We explored five swapping ratio: 0, 0.3, 0.5, 0.7, 1.0. Here, 0 means onset as swapped

frame, and 1.0 means apex as the swapped frame. From the result, we can see experiment

with 0.5 swapping ratio gained the highest accuracy 0.9607 on scene 12, and the other ratios

obtained similar highest accuracy around 0.9482. The performance among different scenes

varies too. In almost cases, scenes 5, 11, 12, 13 gained pretty higher accuracy than scenes

14, 6, 7. It seems that discussion on work, study, and personal life of participants, could

reveal more facial micro-expression movements than talking about their social difficulties

and annoyance, events/objects that elicit different feelings.

4.5.4 Performance of Scene-level Fusion

We have also studied the performance by fusing several scenes together at the decision

level (i.e., via majority voting). The fusion experiments are conducted for the top three,

top 5, and top 7 scenes, respectively. The experimental results are shown in Table 4.7

(lower part). From the table, one can see that the highest accuracy 0.9732 among whole

experiments occurs on top-3 fusion experiment with 0.7 swapping ratio. And with the

addition of more scenes, the performance reduces gradually. In other cases, except 0.5, the
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Table 4.8: Performance on different scenes by shuffling test label. Accu. - Accuracy.

Swapping 0 0.3 0.5 0.7 1.0
Ratio Accu. F1 score Accu. F1 score Accu. F1 score Accu. F1 score Accu. F1 score

Scene 5 0.5481 0.5421 0.5635 0.5605 0.5465 0.5438 0.5528 0.5415 0.5569 0.5518
Scene 6 0.5229 0.5049 0.5137 0.5019 0.5452 0.5306 0.5134 0.4954 0.5086 0.4947
Scene 7 0.5431 0.5365 0.5173 0.5064 0.5291 0.5227 0.5636 0.5581 0.5104 0.5058
Scene 11 0.5134 0.5073 0.5115 0.5051 0.5518 0.5480 0.5267 0.5228 0.5119 0.5045
Scene 12 0.5749 0.5708 0.5663 0.5564 0.5872 0.5873 0.5366 0.5262 0.5769 0.5709
Scene 13 0.6011 0.6001 0.5903 0.5881 0.5907 0.5882 0.5970 0.5929 0.6002 0.5963
Scene 14 0.5047 0.5046 0.5090 0.5143 0.5060 0.5125 0.4982 0.5071 0.5339 0.5371

highest accuracy also occurs in top-3 fusion. It is noted that it is not always effective to

improve the performance by combining more scenes.

4.5.5 Ablation Study

Does the model really capture discriminative micro-expression characteristics of ASD and

control? We did a randomization test to check it by shuffling the labels of test data at

random. When the shuffled test data are fed into well-trained classifier for prediction, in

theory, the accuracy should be around 50%, which means random guessing. The results of

our ablation study can be seen in Fig. 4.8. One can clearly observe that for most scenes in

different swapping ratios the accuracy occurs around 0.5.

4.6 Discussion and Limitation

Although our model performs well on the ADOS interview videos, it still has limitations

in realistic operations. First, our experiment adopts a scene-level fusion strategy, which

requires manually splitting the entire hour-long videos into 15 separate scenes by time

markers, and extracting features for each scene. It brings in modest time costs. Second,

in facial dynamics analysis study, to reduce the bias of data distribution, a distribution

calibration strategy is adopted in the few-shot learning module. It needs a base data with

sufficient examples to estimate the mean and variance of each class, and transfers the statis-

tics to calibrate the distribution of our data containing only a limited number of samples.
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In our experiment, the extracted features of all selected scenes are treated as base data.

Although it works, the volume of base data is not enough. It is better to obtain more base

data for calibration. Third, in facial micro-expression analysis study, people with ASD

usually do not show the emotions in a way that normal people would be able to recognize

and understand, either they do not respond emotionally or their emotional responses might

sometimes seem over-reaction. Over-reaction response is more like macro-expression, so

our spotting model may fail to detect them, which needs further analysis in this situation.

Last, there are several challenges for micro-expression analysis. The spotting task, relies

on setting the optimal thresholds for any given feature. Different people may perform dif-

ferent extra facial actions, like some people blink habitually, while other people sniff more

frequently. When recording videos, many comprehensive factors may significantly influ-

ence the micro-expression spotting, such as head movement, physical activity, recording

environment, lighting condition, etc.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

In this dissertation, we discussed the face analysis application based on images and videos.

In image analysis, face morphing attack detection and generation tasks are proposed in

detail. In video analysis, we talked about the method of facial dynamics feature analysis,

and facial micro-expression analysis from Autism Diagnostic Observation Schedule videos.

With the development of machine learning and deep learning technology, the research

on face related analysis will keep ongoing. In the future, we will keep the study on gen-

erating new types of morphed faces on attack side. For morphing detection, the study

of feasibility of detecting novel attacks as well as morphed face images from printed and

scanned image data is also a promising points. As the 3D face photos appears, and the

3D face recognition is widely studied, 3D face morphing should gain more attention in the

future. Hence, studying the feasibility of generating and detecting 3D morphed faces is

needed too.

For autism diagnosis, so far, we have studied the facial dynamics features, and a more

specific feature, facial micro-expression, on ADOS videos. Gaze estimation of participants

in videos should also be a good point for autism diagnosis. As the fast development of mul-

timodal fusion technology, it is feasible to conduct multimodal data fusion on this dataset,

including both video and audio, by extracting a rich set of features, such as face, gaze,

action, speech.

5.1 Face Morphing

Face morphing attacks pose a serious security threat to FRS. In this work, we proposed a

few-shot learning framework for no-reference morphing attack detection and fingerprint-

ing problem based on factorized bilinear coding of two types of camera fingerprint feature,
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PRNU and Noiseprint. Besides, a large-scale database which contains five types of face

datasets and eight different morphing methods is collected to evaluate the proposed few-

shot MAD and fingerprinting problem. The results show outstanding performance of the

proposed fusion-based few-shot MAF framework on our newly collected large-scale mor-

phing dataset.

We note that face morphing attack and defense research is likely to co-evolve. We

designed a transformer-based GAN on the attack side. This powerful face morphing at-

tacks model is based on a pre-trained GANformer [18] model which is trained on FFHQ

[23] dataset. We generate morphing result by interpolating the latent codes of two bona

fide faces. During the stage of extracting latent code of input face image, we combined

perceptual loss [250], MSE loss, landmark-based Wing Loss [249] and face matching dis-

tance based on HOG feature. Finally, we created more realistic and higher quality morphed

images with better identity preservation qualities.

5.1.1 Morphing Attacks

We can do a lot based on previous work. For morphing attacks, we can try to generate

new types of morphed faces using various models and different bona fide faces sources. In

[19], based on GANformer [18], the author proposed a compositional transformers, GAN-

former2, which is an iterative object-oriented transformer. It incorporates strong and ex-

plicit structural priors, to reflect the compositional nature of visual scenes, and synthesizes

images through a sequential process. Another possible model is denoising diffusion proba-

bilistic models [304], which is a class of latent variable models inspired by considerations

from nonequilibrium thermodynamics.

3D face recognition is widely studied in recent years that has resulted in a few of real-

life security-based applications using 3D face photos, such as national ID cards [305, 306,

307], driving license cards [305], and automatic border control gates (ABC) [308]. In the

near future, the use of 3D will be realistic, especially in the border control scenario as both
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ICAO 9303 [309], and ISO/IEC 19794-5 [310] standards are well defined to accommodate

the 3D face model in the 3rd generation epassport. These can help human observers and

automatic FRS to obtain accurate, secure, and reliable identity verification. Based on these

factors, investigating the feasibility of generating 3D face morphing and studying their

vulnerability and detection are in demand.

Face morphing attacks have received increasing attention in recent years. Generation

approaches such as GAN-based are among the leading techniques. However, existing meth-

ods suffer from noticeable blurring and synthetic-like generation artifacts. In this paper, we

designed a transformer-based alternative to face morphing, which demonstrated its superi-

ority to StyleGAN-based methods. Four particular loss functions were employed to max-

imize the similarity between the generated face image and the target face image. We also

extended the study of transformer-based face morphing to demorphing, the dual operation.

Future work includes an improved understanding of the trade-off between vulnerability and

detectability as well as other morphing approaches such as diffusion models [280].

5.1.2 Morphing Defense

On detection side, the defense models including both MAD and MAF might focus on the

study of feasibility of detecting novel attacks as well as morphed face images from printed

and scanned image data in both single image based MAD and non-reference MAD fields.

There are several detection methods based on printed and scanned image data [311, 312,

313], which would be a good start for us for further study.

In comparison to the development of single image based morphing attack detection, dif-

ferential image based detection with trusted live capture lags behind. The commonly used

methods contains feature difference and de-morphing. For the feature difference method,

the detection performance is sensitive to the type of image data and features, and the seg-

mentation of face region. And for de-morphing methods, the performance is sensitive to the

facial poses and imaging conditions. What’s more, it requires constrained image data, i.e.,
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trusted live capture. Based on our work finished work of morphing attacks generation using

GANformer-based model, we can also design a framework that can performs de-morphing

using GANformer-based model as a base model.

5.2 Face Video Analysis in Autism

We have studied the feasibility of developing a method for autism analysis using the ADOS

interview video data, based on the facial features.

5.2.1 Facial Trait Classification

The facial trait classification model first extracts the spatio-temporal features of the video

and uses the combination of K-SVD with MFA to get more discriminative representations.

A few-shot learning module is designed to further improve the classification performance.

The experimental results have shown that the proposed approach has a reasonably good

result.

The study is significant. First, an effective method is proposed to analyze human facial

behaviors from the ADOS interview videos. Second, objectively measuring and analyz-

ing human facial behaviors provides an objective characterization of atypical behaviors in

autism. Although a large literature documents abnormal social communicative behavior

in autism, essentially all of them have focused on an extremely narrow aspect, typically

conducting facial expression on images or videos shown on a screen, without real social

interactions as the ADOS data. Third, using a ML method to characterize behavior and/or

score ADOS videos will make it much faster and efficient. The algorithms can eventually

serve as a screening tool to facilitate the analysis of hour-long ADOS videos.

5.2.2 Facial Micro-Expression Analysis

Recently facial micro-expression analysis has attracted great interest in wide application

areas such as behavior analysis, video communication, criminal investigation, and clinical
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diagnosis. Micro-expressions often reveal true emotions that a person is attempting to

suppress, hide, mask, or conceal. These expressions often reflect a person’s real emotional

state. So, micro-expressions are especially meaningful in ADOS diagnosis. Hence, we also

utilize computer vision and machine learning methods to analyze face micro-expressions

of the participants in the hour-long ADOS video sequences for the diagnosis of ASD. This

work contains two key steps: micro-expression spotting and feature extraction. We first use

a spotting model to locate the onset, apex, and offset of each micro-expression movements

in the videos, and then use a BERT-based auto-encoder model to encoder onset and apex

frames into latent feature space to capture subtle facial movements among apex and onset

frames for autism diagnosis.

So far, we have studied the facial features of ADOS. The future work will focus on mul-

timodal data fusion of ADOS videos including both video and audio, by extracting a rich

set of features (e.g. face, gaze, action, speech). The next line of research will be “human-

centered computing”, i.e., centered on the ASD patient. The candidate research direc-

tions contain gaze pattern analysis by eye-tracking methods, human behavior analysis by

human-object interaction technique, speech traits analysis by natural language processing

technology, etc. For example, Gaze pattern analysis is more related to face characteristic.

We know, understanding where people are looking is an informative social cue, which can

be used for autism diagnosis too. Gaze360 [314] is a gaze-tracking method for robust 3D

gaze estimation in unconstrained images. It consider both spatial information and temporal

information, and directly output an estimate of gaze uncertainty. The experiment shows

its generalization performance via a cross-dataset evaluation. This model is perfect to be

applied to real-world use cases, like our ADOS videos, to estimate the ASD participants’

focus of attention during the interview. Currently, we are also collecting ADOS videos

about young kids. In the future, we will perform more useful characteristics analysis of

young children for autism diagnosis.

111



REFERENCES

[1] A. Alzubaidi and J. Kalita, “Authentication of smartphone users using behavioral

biometrics,” IEEE Communications Surveys & Tutorials, vol. 18, no. 3, pp. 1998–

2026, 2016.

[2] S. Venkatesh, R. Ramachandra, K. Raja, and C. Busch, “Face morphing attack gen-

eration and detection: A comprehensive survey,” IEEE transactions on technology

and society, vol. 2, no. 3, pp. 128–145, 2021.

[3] S. Mallick, “Opencv,” in https://learnopencv.com/face-morph-using-opencv-cpp-

python/, LearnOpenCV, Accessed: August 2021.

[4] yao pang, “Facemorpher,” in https://github.com/yaopang/FaceMorpher, Accessed:

August 2021.

[5] N. Damer, A. M. Saladie, A. Braun, and A. Kuijper, “Morgan: Recognition vul-

nerability and attack detectability of face morphing attacks created by generative

adversarial network,” in 2018 IEEE 9th International Conference on Biometrics

Theory, Applications and Systems (BTAS), IEEE, 2018, pp. 1–10.

[6] L. DeBruine, “Webmorph morphing tool,” in https://github.com/debruine/webmorph,

Online Accessed: 2021, 2016.

[7] H. Zhang, S. Venkatesh, R. Ramachandra, K. Raja, N. Damer, and C. Busch,

“Mipgan—generating strong and high quality morphing attacks using identity prior

driven gan,” IEEE Transactions on Biometrics, Behavior, and Identity Science,

vol. 3, no. 3, pp. 365–383, 2021.

[8] T. Karras, S. Laine, M. Aittala, J. Hellsten, J. Lehtinen, and T. Aila, “Analyzing

and improving the image quality of stylegan,” in Proceedings of the IEEE/CVF

Conference on Computer Vision and Pattern Recognition, 2020, pp. 8110–8119.

112



[9] A. Vaswani et al., “Attention is all you need,” Advances in neural information pro-

cessing systems, vol. 30, 2017.

[10] Z. Dai, Z. Yang, Y. Yang, J. Carbonell, Q. V. Le, and R. Salakhutdinov, “Transformer-

xl: Attentive language models beyond a fixed-length context,” arXiv preprint arXiv:1901.02860,

2019.

[11] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “Bert: Pre-training of deep bidi-

rectional transformers for language understanding,” arXiv preprint arXiv:1810.04805,

2018.

[12] N. Carion, F. Massa, G. Synnaeve, N. Usunier, A. Kirillov, and S. Zagoruyko, “End-

to-end object detection with transformers,” in European conference on computer

vision, Springer, 2020, pp. 213–229.

[13] H. Chen et al., “Pre-trained image processing transformer,” in Proceedings of the

IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2021, pp. 12 299–

12 310.

[14] J. Liang, J. Cao, G. Sun, K. Zhang, L. Van Gool, and R. Timofte, “Swinir: Image

restoration using swin transformer,” in Proceedings of the IEEE/CVF International

Conference on Computer Vision, 2021, pp. 1833–1844.

[15] R. Liu et al., “Fuseformer: Fusing fine-grained information in transformers for

video inpainting,” in Proceedings of the IEEE/CVF International Conference on

Computer Vision, 2021, pp. 14 040–14 049.

[16] Y. Zeng, J. Fu, and H. Chao, “Learning joint spatial-temporal transformations for

video inpainting,” in European Conference on Computer Vision, Springer, 2020,

pp. 528–543.

[17] B. Zhang et al., “Styleswin: Transformer-based gan for high-resolution image gen-

eration,” in Proceedings of the IEEE/CVF Conference on Computer Vision and

Pattern Recognition, 2022, pp. 11 304–11 314.

113



[18] D. A. Hudson and L. Zitnick, “Generative adversarial transformers,” in Interna-

tional conference on machine learning, PMLR, 2021, pp. 4487–4499.

[19] D. Arad Hudson and L. Zitnick, “Compositional transformers for scene genera-

tion,” Advances in Neural Information Processing Systems, vol. 34, pp. 9506–9520,

2021.

[20] L. Zhao, Z. Zhang, T. Chen, D. Metaxas, and H. Zhang, “Improved transformer

for high-resolution gans,” Advances in Neural Information Processing Systems,

vol. 34, pp. 18 367–18 380, 2021.

[21] Z. Liu et al., “Swin transformer: Hierarchical vision transformer using shifted win-

dows,” in Proceedings of the IEEE/CVF International Conference on Computer

Vision, 2021, pp. 10 012–10 022.

[22] Y. Jiang, S. Chang, and Z. Wang, “Transgan: Two pure transformers can make one

strong gan, and that can scale up,” Advances in Neural Information Processing

Systems, vol. 34, pp. 14 745–14 758, 2021.

[23] T. Karras, S. Laine, and T. Aila, “A style-based generator architecture for generative

adversarial networks,” in Proceedings of the IEEE/CVF conference on computer

vision and pattern recognition, 2019, pp. 4401–4410.

[24] N. Dalal and B. Triggs, “Histograms of oriented gradients for human detection,” in

2005 IEEE computer society conference on computer vision and pattern recogni-

tion (CVPR’05), Ieee, vol. 1, 2005, pp. 886–893.

[25] M. Ferrara, A. Franco, and D. Maltoni, “Face demorphing,” IEEE Transactions on

Information Forensics and Security, vol. 13, no. 4, pp. 1008–1017, 2017.

[26] M. Ferrara, A. Franco, and D. Maltoni, “Face demorphing in the presence of fa-

cial appearance variations,” in 2018 26th European Signal Processing Conference

(EUSIPCO), IEEE, 2018, pp. 2365–2369.

114
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