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ABSTRACT

Deep learning, in particular the deep convolutional neural networks, has received increasing interests
in face recognition recently, and a number of deep learning methods have been proposed. This paper
summarizes about 330 contributions in this area. It reviews major deep learning concepts pertinent
to face image analysis and face recognition, and provides a concise overview of studies on specific
face recognition problems, such as handling variations in pose, age, illumination, expression, and
heterogeneous face matching. A summary of databases used for deep face recognition is given as
well. Finally, some open challenges and directions are discussed for future research.

c© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

Face is the most common characteristic used by humans for
recognition. Face recognition (FR) is a classical problem and
is still very active in computer vision and image understanding.
Fig.1 shows the whole pipeline of an automatic face recognition
system. A face image is fed into the system, and face detection
and face alignment are processed. And then a feature extractor
is used to extract features. Finally, the system compares the ex-
tracted features with the gallery faces to do face matching. In
face matching, there are two different tasks: face verification
(FV) and face identification (FI). FV is to determine whether a
given pair of face images or videos belongs to the same subject.
FI is a one-to-many matching, recognizing the person from a
set of gallery face images or videos of different subjects. Face
identification usually assumes the query person has already en-
rolled in the gallery, which is a closed-set problem. Watch-list is
similar to face identification but it does not guarantee all query
subjects are registered in the gallery, which is an open-set prob-
lem. In the real world, it is normal to treat FI as an open-set
problem.

With the development of computer hardware and imaging
technology, FR has been applied widely to daily lives, such as
access control, video surveillance, etc. The demands of FR
are also growing quickly in recent years. In practice, how-
ever, face recognition is affected by many factors, for example,
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in unconstrained face recognition, the face images may have
many variations, such as low resolution, pose variation, com-
plex illumination and motion blur, as shown in Fig.2, result-
ing in low recognition accuracies. Traditional algorithms, such
as the Eigenfaces (Turk and Pentland, 1991), Fisherfaces (Bel-
humeur et al., 1997), Bayesian face (Moghaddam et al., 2000),
Metaface (Yang et al., 2010), support vector machine (SVM)
based (Guo et al., 2000), Boosting (Guo and Zhang, 2001), etc.,
may not do well for unconstrained face matching.

Artificial Neural network (ANN) has advantages in terms of
learning ability, generalization, and robustness (Lawrence et al.,
1997; Lin et al., 1997). Recently, there is a surge of increasing
interests in neural network (Krizhevsky et al., 2012), especially
the deep neural network (DNN). Deep and large networks have
exhibited impressive results when there are large training data
sets and computation resources, such as many CPU cores and/or
GPUs. Deep learning (DL), through neural networks with multi
hidden layers and massive training data, aims to learn the es-
sential feature representation of data by constructing high-level
features from the low-level pixels.

Due to deep learning techniques, there have been signifi-
cant advances in face recognition. In early time, research in-
terests mainly concentrated on face recognition with deep net-
works on visible light face images and/or video faces. Stephen
(2015) provided a short review of deep learning techniques and
representation learning in face recognition and compared sev-
eral popular convolutional neural networks (CNNs) based deep
models. Fu et al. (2014) analyzed the architecture of typical
deep networks used in FR, such as deep belief network (DBN),
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Fig. 1. The pipeline of a typical automated face recognition system.

Fig. 2. Illustrate different variations of face images in unconstrained face
recognition: (a) low resolution, (b) pose variation, (c) complex illumina-
tion, and (d) motion blur.

convolutional neural network (CNN, or ConvNet), autoencoder
(AE), etc. Mandal et al. (2016) reviewed a substantial amount
of deep learning methods for FR. Sepas-Moghaddam et al.
(2019) provided a survey of face recognition solutions based
on a new, more encompassing and richer multi-level taxonomy.
Learned-Miller et al. (2016) reviewed a remarkably wide vari-
ety of innovative methods on Labeled Faces in the Wild (LFW)
database (Huang et al., 2007).

With the collection of various types of face data, research
concentrations have also focused on some specific tasks, such
as robustness to changes of pose, illumination, expression, age,
or improving performance of video, 3D, and heterogeneous
(e.g., NIR-VIS, Sketch-Photo, Still-to-Video) face recognition.
Although some related surveys overviewed methods on han-
dling pose (Ding and Tao, 2016), illumination (Chan et al.,
2014), expression (Murtaza et al., 2013), occlusion (Lahasan
et al., 2017), infrared (Ghiass et al., 2014), single-modal and
multimodal (Zhou et al., 2014), video (Barr et al., 2012), 3D
(Patil et al., 2015), heterogeneous face matching (Guo, 2014;
Ouyang et al., 2016a), etc., most of them focused on the tradi-
tional methods, and few of them has been related to deep learn-
ing methods.

We present a complete, comprehensive overview of face
recognition works using deep learning, considering both the
deep architectures and specific recognition problems. We also
give a review of related face databases. Fig.3 (a) shows some
statistics of the related papers. Applying deep learning to face
image analysis started several years ago, while the number of
papers have been growing rapidly, as shown in Fig.3 (b). This
survey includes about 330 papers, and most of them are within
the recent five years. It is expected to cover most, if not all, of

the works incorporating deep learning methods for face recog-
nition.

By this survey, we show that:

• deep learning methods have been fully applied to face
recognition and played important roles;

• many specific issues or challenges to address in FR by DL,
such as pose, illumination, expression, 3D, heterogenous
matching, etc.;

• various face datasets collected in recent years, including
still images, videos, and heterogeneous data that raises the
issue of cross-modal face matching.

The rest of this survey is organized as follows. Section 2
introduces main deep learning techniques that have been devel-
oped and used for face recognition. Section 3 describes the con-
tributions of deep learning in some specific FR issues. Section
4 discusses face databases in recent years. Section 5 discusses
some challenges and outlook for future research directions in
deep learning based FR problems. Finally, Section 6 gives the
conclusion.

2. Deep Learning Methods

Artificial Neural Network (ANN) (Haykin, 2009) is a com-
putational nonlinear model inspired by the biological systems
in information processing. It consists of artificial neurons or
processing elements and is typically organized in three types of
interconnected layers. Data are presented to the network via the
input layer, which communicates to one or more hidden layers
where the actual processing is done via weighted connections.
The hidden layers then link to an output layer to give the output.
It is possible to make the neural network more flexible and more
powerful by using additional hidden layers. Artificial neural
networks with many hidden layers between the input and out-
put layers are called Deep Neural Networks (DNNs), and they
can model complex relationships between the input and output.

There are various deep neural networks used in face recog-
nition. Convolutional Neural Network (CNN) is the most pop-
ular. It shows outstanding results in image and speech appli-
cations. Autoencoder (AE) and its variants also gained much
attention. They process data without using class labels and the
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Fig. 3. Statistical figures (best view in color) of the related papers: (a) distribution by category, (b) distribution by year, (c) distribution of databases by
face type, e.g., still, video, heterogeneous faces.

purpose is to find patterns, such as latent subspaces. Generative
Adversarial Network (GAN) has increased rapidly recently. It
usually contains two nets, putting one against the other, thus
called adversarial. It can learn to mimic any distribution of
data. Deep Belief Network (DBN), Deep Boltzmann Machine
(DBM) are also used in FR. However, the Recurrent Neural
Network (RNN), Self-Organizing Map (SOM), Radial Basis
Function Network (RBFN), are not used very often in FR. Fig.
4 (a) gives the distribution of research works for different neural
network architectures.

2.1. Convolutional Neural Networks (CNNs)

In the last decade, Convolutional Neural Network (CNN)
(LeCun et al., 1998) has become one of the most popular tech-
niques in computer vision, such as image classification (He
et al., 2016a), object detection (Redmon et al., 2016), face
recognition (Yi et al., 2014). Many vision tasks have bene-
fited from the robust and discriminative representation learned
via CNN and the performance has been improved significantly.
Probably the first successful real world application of CNN is
LeNet (LeCun et al., 1998) for hand-written digit recognition.
AlexNet (Krizhevsky et al., 2012) is considered one of the most
influential research work for DL in Computer Vision, having
spurred many works employing CNNs and GPUs to accelerate
deep learning research and development (Simonyan and Zis-
serman, 2014; Szegedy et al., 2015). In face recognition, deep
CNN has now become the technique of choice.

CNN typically consists of convolutional layers, pooling lay-
ers and fully connected layers. Convolutional layers are core
building blocks of CNN. The objective of a convolutional
layer is to extract features from the input data. The param-
eters of each layer consist of a set of learnable filters W =

W1,W2, ...,Wk and added biases B = b1, ..., bk. Each layer ap-
plies a convolution operation to generate a feature map Xk and
pass the result to next layer. These features are subject to an
element-wise nonlinear transform σ(·) and the same process is
repeated for each convolutional layer t,

Xt
k = σ(W t−1

k ∗ Xt−1 + bt−1
k ). (1)

Pooling is a form of nonlinear down-sampling. There are differ-
ent nonlinear functions to implement pooling, such as average
pooling, L2-norm pooling and max pooling. Max pooling is the

most effective one and superior to subsampling (Scherer et al.,
2010).

In the following, we discuss some CNN based deep methods
for face recognition, including single CNN, multi CNNs, some
variants of CNN, etc. Fig. 4 (b) shows the paper distribution.
Most are still image-based face recognition (SIFR). Other types
of face recognition will be discussed in later sections in details.

2.1.1. Single CNN
Typical deep face recognition methods adopt one single

CNN, which is usually trained in a supervised fashion. Table 1
gives an overview of FR methods based on a single deep CNN.
The earlier DeepFace (Taigman et al., 2014) is a 9-layer CNN
in which the input is RGB face images preprocessed with 3D-
alignment. Several locally connected convolutional layers are
adopted without weight sharing, and every location in feature
maps of these layers learns a different set of filters. As an ex-
tension of DeepFace, Web-Scale (Taigman et al., 2015) used
a bootstrapping process to select more efficient training set by
replacing the naive random subsampling.

As the extensive usage of single CNN in face recognition
community, various strategies are designed to improve the per-
formance for face recognition. Common strategies used in
CNN include: (1) learning more discriminative deep features,
(2) fusing different types of face features, (3) utilizing effi-
cient metric learning algorithms, (4) designing more powerful
loss functions, (5) adopting proper activation functions, and (6)
other strategies.

Learn more discriminative features. One major is to learn
more discriminative deep features. Zheng et al. (2016) learned
an improved discriminative representation called Vector of Lo-
cally Aggregated Descriptor encoded DCNN feature (VLAD-
DCNN), in which the spatial and appearance information are
processed simultaneously. Doppelganger mining (Smirnov
et al., 2017) improved the discriminative power of features by
inserting into the learning process with joint prototype-based
and exemplar-based supervision. Ding et al. (2017) learned
a noise-robust deep feature representation which can increase
inter-class variations and reduce intra-class variations simulta-
neously. Hsieh et al. (2017) learned more semantic and dis-
criminative face representations by incorporating identity and
high-level human attributes (e.g., gender, age) in a multi-task
learning framework. FV-DCNN (Chen et al., 2016b) combined
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Fig. 4. The numbers of papers belong to (a) various neural network architectures, (b) CNN type, (c) specific recognition problems, (d) different challenges,
(e) specific heterogeneous face recognition problems.

the deeply learned feature by CNN and Fisher vector represen-
tation to generate Fisher vector encoded DCNN features, which
can capture both local and global variations. Park et al. (2017)
proposed a residual learning method to learn face representa-
tions that can be used to directly determine whether two in-
put images belong to the same identity. Wang et al. (2017c)
proposed a Discriminative Covariance oriented Representation
Learning (DCRL) framework for face recognition with image
sets by learning deep representations which can match the sub-
sequent image set modeling and classification.

Fuse different types of face features. Some methods at-
tempt to fuse various features to enhance FR performance. For
example, Hu et al. (2017a) introduced a facial attribute fea-
ture (FAF) and fused it with face recognition features (FRF)
to enhance performance in various challenging scenarios. Lu-
mini et al. (2016) combined deep features from CNN and
hand-crafted features. Grundström (2015) utilized two distinct
feature types, local feature representations around landmark
points and deep representations extracted from CNN trained for
generic object detection and fine-tuned on face image data, to
evaluate face verification.

Utilize metric learning algorithms. Many metric learning
algorithms have been proposed to enhance the discriminative
power of learnt face representations (Cai et al., 2012; Cui et al.,
2013; Koestinger et al., 2012). The common objective of these
methods is to learn a good distance metric so that the distance
between positive face pairs is reduced and that of negative pairs
is enlarged as much as possible. For example, FaceNet (Schroff

et al., 2015) learned a mapping from face images to a compact

Euclidean space and optimizes the embedding itself by a triplet
loss. VGGFace (Parkhi et al., 2015) fine-tuned the model via
a triplet-based metric learning method like FaceNet. Sankara-
narayanan et al. (2016a) coupled a deep CNN-based approach
with a low-dimensional discriminative embedding, and adopted
a triplet probability embedding learning method to improve the
performance of deep features. Chen et al. (2016a) used a joint
Bayesian metric learning to assess the similarity between two
face representations. DDML (Hu et al., 2014) learned a set of
hierarchical nonlinear transformations to project face pairs into
one feature space in a deep architecture, where the nonlinear
mappings are obtained explicitly.

Design powerful loss functions. Adopting new loss func-
tions in deep neural networks is another effective approach. Re-
cently, quantities of loss functions were proposed. Center Loss
(Wen et al., 2016b) was used to learn a center for deep features
in each class and penalized the distances between the deep fea-
tures and their corresponding class centers. Yeung et al. (2017)
introduced a constrained triplet loss layer (CTLL) to help the
deep model to specify further distinguishable clusters between
different subjects by placing extra constraints on images of the
same person while putting margins on images of different per-
sons. DeepVisage (Hasnat et al., 2017) incorporated residual
learning framework (He et al., 2016a) and used normalized fea-
tures to compute Softmax loss. NormFace (Wang et al., 2017a)
used a modification of Softmax loss to optimize the cosine sim-
ilarity instead of inner-product. Derived from the Softmax loss,
Jones and Kobori (2017) proposed a similarity function called
hyperplane similarity to train the CNN, which is more appro-
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Table 1. Overview of deep learning methods based on a single deep CNN.

Algorithm Description/Remark

DeepFace (Taigman et al., 2014) Employ 3D face modeling to apply a piecewise affine tranformation to derive feature

Web-Scale (Taigman et al., 2015)
Use a bootstrapping process to select an efficient training set from a large dataset to alleviate
performance saturation

Gruber et al. (2017) Use a 50-layer deep residual network ResNet to face recognition task
VLAD-DCNN (Zheng et al., 2016) Combine VLAD feature encoding with DCNN features
Smirnov et al. (2017) Insert sampling method into feature learning process
NR-Network (Ding et al., 2017) Learn noise-robust deep feature representation
Hsieh et al. (2017) A multi-task learning model; Incorporate identity and high-level human attributes
FV-DCNN (Chen et al., 2016b) Combine deep feature and Fisher vector representation
Park et al. (2017) Get features directly used to determine if two input images are identical
Wang et al. (2017c) Apply a Discriminative Covariance oriented Representation Learning framework
Hu et al. (2017a) Fuse facial attribute feature with face recognition features
Lumini et al. (2016) Combine deep features and hand-crafted features

Grundström (2015)
An algorithm suitable for real time use in an embedded environment with limited space and restricted
computational resources

FaceNet (Schroff et al., 2015) Directly learn a mapping from images to a compact Euclidean space; Great representational efficiency
VGGFace (Parkhi et al., 2015) Combine very deep convolution neural network and the triplet embedding

Sankaranarayanan et al. (2016a)
Deep CNN based approach combined with a low-dimensional discriminative embedding which
are learned by triplet probability constraints

Chen et al. (2016a) Use a joint Bayesian metric learning to assess the similarity
DDML (Hu et al., 2014) Learn a set of hierarchical nonlinear transformations
Center Loss (Wen et al., 2016b) With the joint supervision of softmax loss and center loss
Yeung et al. (2017) A constrained triplet loss layer to be replaced at the bottom of neural network
DeepVisage (Hasnat et al., 2017) Incorporate residual learning framework; Normalized features used for softmax loss
NormFace (Wang et al., 2017a) Use normalized features to train DCNN
Jones and Kobori (2017) Use hyperplane similarity to train CNN
SphereFace (Liu et al., 2017b) Learn features with angular margin; Discriminative on hypersphere manifold

Light CNN (Wu et al., 2015)
Light frameworks with reduced parameters and time to learn a 256-D compact embedding on the
large scale face data with massive noisy labels

Wu (2015) Use MFM activation function

Yang et al. (2017b)
A fully convolutional structure with higher speed and less computational cost; Use max-feature-map
as activation function

Han et al. (2018) Propose contrastive convolution
Kang et al. (2018) To investigate the effective features for face recognition

Sparse ConvNets (Sun et al., 2016)
With sparse neural connections in an iterative way from the previously learned denser models
with a neural correlation based weight selection criterion

He et al. (2015b) A predictable hash code algorithm; Map face samples to Hamming space
Cui et al. (2018a) A discriminative face depth estimation approach to improve 2D face recognition
Li et al. (2015b) Batch learning strategy; Mahalanobis metric and distance threshold for optimization
Seo et al. (2015) A multi-task learning; Use two-stage learning strategy to minimize error functions

Grm et al. (2016)
A two-structural parts network; Convolutional layers try to capture the joint characteristics of input
image pair; Fully-connected layers produce a similarity index

Hayat et al. (2017) A data-driven approach which can jointly learn registration with representation

priate than L2 distance. A deep hypersphere embedding ap-
proach SphereFace (Liu et al., 2017b) used angular softmax (A-
Softmax) as the loss function. More loss functions can be seen
from Table 8 in the subsection ‘Loss Functions’ which gives an
overview of definitions and a thorough comparison of various
loss functions used in deep learning based FR.

Adopt proper activation functions. Choosing a proper ac-
tivation function is also important. Take Max-Feature-Map
(MFM) (Wu et al., 2015) for example. MFM is a variation
of maxout activation. However, it does not use feature maps
to linearly approximate an arbitrary convex activation function,
but suppresses neurons by a competitive relationship. A pretty
good performance has been achieved in Wu (2015) and Yang

et al. (2017b). More typical activation functions, such as Sig-
moid, Tanh, Rectified Linear Units (ReLU), Leaky Rectified
Linear Units (LReLU) (Maas et al., 2013), Parametric Rectified
Linear Units (PReLU) (He et al., 2015a), etc., can be seen in
the subsection ‘Activation Functions’ which gives an overview
of definitions and descriptions of various activation functions
used in deep learning based FR.

Other strategies. Besides, quite a lot methods use other
strategies not belonging to those mentioned above. Inspired by
the observation that humans generally focus on varied charac-
teristics of a face when comparing distinct persons, Han et al.
(2018) designed a CNN architecture with a contrastive convolu-
tion, which specifically focuses on the contrastive characteris-
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tics between two faces. PRN (Kang et al., 2018) tried to capture
unique and discriminative pairwise relations among different
identities by obtaining local appearance patches around land-
mark points on the feature map. Sparse ConvNets (Sun et al.,
2016) learned an effective model with sparse neural connec-
tions, which can get a good initialization and avoid bad local
minima. He et al. (2015b) proposed a predictable hash code
algorithm to map face samples to Hamming space to further
enhance the predictability of binary codes. The 3D or multi-
modality RGB-D data can be helpful to achieve robustness
against the challenges in unconstrained scenarios, such as large
pose, bad illumination, and partial occlusion. Based on this,
Cui et al. (2018a) proposed a discriminative face depth estima-
tion approach to improve 2D face recognition accuracy using a
cascaded FCN and CNN architecture.

CNN is not only used in general face recognition but also
adopted to handle some specific issues, like large pose, poor
illumination, HFR. We describe them in later sections.

2.1.2. Multi-CNN
Choosing more than one CNNs to extract different deep fea-

tures and concatenate them in some way as the final face rep-
resentation is commonly investigated too. It mainly contains
two types: (1) extracting deep features of different regions of
a face, and (2) extracting features of different aspects of faces.
These deep models (as shown in Table 2) usually require ad-
ditional training data to train each CNN. It is necessary to ex-
plore particular modalities that can contribute to enhance their
performance, which requires significant efforts in terms of data
preparation or selection and computing resources.

Extract features in different regions of faces. A typical
strategy is to extract deep features in different regions of the
face. SIAMESE (Wang et al., 2014) used a layer-wise training
method to learn features for different parts and scales of faces.
MFRS (Zhou et al., 2015) cropped four face regions for repre-
sentation extraction. Baidu (Liu et al., 2015) extracted low di-
mensional but very discriminative features of overlapped image
patches centered at different landmarks of faces. The DeepID
series methods (DeepID, DeepID2, DeepID2+, DeepID3) ex-
tracted robust features of different local face patches too.
DeepID (Sun et al., 2014b) extracted features from 60 face
patches with ten regions, three scales, and RGB or gray chan-
nels and forms the complementary and over-complete represen-
tations. DeepID2 (Sun et al., 2014a) took similar structures as
in DeepID and got a 160-dimensional DeepID2 feature vector
at its DeepID2 layer. Inherited from DeepID2, DeepID2+ (Sun
et al., 2015b) is larger, and the final feature representation is
increased to 512 dimensions. Besides, the training data is en-
larged too. DeepID3 (Sun et al., 2015a) inherited a few charac-
teristics of DeepID2+, such as unshared neural weights in the
last few feature extraction layers, the way of adding supervi-
sory signals to early layers. But it is significantly deeper due
to stacking multiple convolution/inception layers before each
pooling layer. Continuous convolution/inception helps to form
features with larger receptive fields and more complex nonlin-
earity while restricting the number of parameters.

Extract features of different aspects of faces. Another
common strategy is to extract features of different aspects of

faces. Kang et al. (2017) designed a Multi-scale Convolution
Layer Blocks (MCLBs) based face recognition system to ex-
tract low dimensional but discriminative feature and high-level
abstracted feature by stacking MCLBs to present multi-scale
abstraction. Xiong et al. (2017) used an unified learning frame-
work to explore the complementarity of two distinct deep con-
volutional neural networks by training them with two different
large datasets, and then fused the two types of deep features for
classification. Bodla et al. (2017) constructed a deep heteroge-
neous feature fusion network to exploit the complementary in-
formation presented in features generated by different DCNNs
for template-based face recognition. Lu et al. (2017c) concate-
nated different features of two deep CNNs after PCA reduction
for FR. Each type of feature is a combination of multi-scale rep-
resentations through the use of auxiliary classifiers. FR+FCN
(Zhu et al., 2014b) used five CNNs to extract features of the
pairs of whole faces or facial components to directly recover
the canonical views of 2D face images.

2.1.3. Variants of CNN
Except the traditional CNN based architectures, some re-

search works (in Table 3) have been done to investigate un-
conventional CNN based framework by (1) designing totally
different layout of CNNs, (2) modifying kernel learning com-
ponents or the way of kernel activation, (3) fusing CNNs with
other types of modules, (4) adopting weakly-supervised or un-
supervised learning, and (5) others.

Design different layout of multiple CNNs. Bilinear Convo-
lutional Neural Network (BCNN) was introduced by Lin et al.
(2015) which consists of two CNNs whose convolutional-layer
outputs are multiplied (using outer product) at each location of
the image. The resulting bilinear feature is pooled across the
image resulting in an orderless descriptor for the entire image.
Chowdhury et al. (2015) fine-tuned a trained base model of a
symmetric BCNN to extract face features, and used subject-
based SVM classifiers to identify individuals. Pyramid CNN
(Fan et al., 2014) presented a pyramid-like structure of mul-
tiple CNNs. For each CNN, two images are fed into it and
SIAMESE network is used to train it. Outputs are compared by
the output neurons which predict whether the two face images
are distinct. The pyramid CNN is trained in a greedy manner,
after the first layer is well-trained, it trains the next layer. Out-
put is a landmark-based multi-scale feature with a highly com-
pact characteristic. Chowdhury et al. (2016) applied BCNN to
the challenging face recognition benchmark, the IARPA Janus
Benchmark A (IJB-A) (Klare et al., 2015), and achieved 89.5%
rank-1 recall. Guided-CNN (Fu et al., 2017) used parallel sub-
CNN models as the guide and learners. Li et al. (2015a) pro-
posed a tree-structured convolutional architecture.

Modify the way of learning kernels. PCANet (Chan et al.,
2015) combined principle component analysis (PCA) with deep
neural networks to learn kernels. SPCANet (Tian et al., 2015a)
employed PCA instead of the stochastic gradient descent (SGD)
to learn filter kernels too. Spectral Regression Discriminant
Analysis Network (SRDANet) (Tian et al., 2015b) is similar to
SPCANet, but it uses eigenvectors as filter kernels. Weighted-
PCANet (Huang and Yuan, 2015) learned features by combin-
ing Linear Regression Classification (LRC) model and PCANet
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Table 2. Overview of deep learning methods based on Multi-CNN.

Algorithm Description/Remark

SIAMESE (Wang et al., 2014)
Trained on different parts and scales of a face using a layer-wise training method; All face representations
are concatenated as feature

MFRS (Zhou et al., 2015) 4 face regions are cropped for feature extraction and PCA for feature reduction

Baidu (Liu et al., 2015)
A two-stage approach combining multi-path deep CNN and deep metric learning; Extract overlapped image
patches centered at different landmarks on face region; Concatenate representation together forming a high
dimensional feature

DeepID (Sun et al., 2014b) Each CNN takes a face region as input; Features are concatenated; All identities are classified simultaneously

DeepID2 (Sun et al., 2014a)
An ensemble of 25 CNNs trained on different local patches; Apply Joint Bayesian to obtain robust
embedding space; Use identification and verification signals as supervision

DeepID2+ (Sun et al., 2015b) Based on DeepID2, further combine verification and identification loss
DeepID3 (Sun et al., 2015a) Joint identification-verification supervision added in final and a few intermediate layers

Kang et al. (2017)
Based on Multi-scale Convolution Layer Blocks (MCLBs); Stack MCLBs to present multi-scale abstraction;
Use a deep ensemble; Extract two types of features from each DCNN and combine them to do FR

Xiong et al. (2017) Explore complementarity of 2 DCNNs by training with two different large datasets
Bodla et al. (2017) A deep heterogeneous feature fusion network for template-based face recognition
Lu et al. (2017c) 2 CNNs; Concatenate features of each CNN after PCA reduction

FR+FCN (Zhu et al., 2014b)
Contain five CNNs; Each takes a pair of whole faces or facial components (forehead, eye, nose and mouth)
as input; Five CNNs are concatenated by fully connected layer to learn feature representation; Use a
logistic regression layer to predict whether the two face images belong to the same identity

Table 3. Overview on some variants of CNN based framework.
Algorithm Description/Remark

BCNN (Lin et al., 2015) To bridge the gap between the texture models and part-based CNN models
Chowdhury et al. (2015) Fine-tune a trained base-model of a symmetric BCNN to extract feature

Pyramid CNN (Fan et al., 2014)
Contain a group of CNNs divided into several levels with different depth and size, and they
share some of the layers

Chowdhury et al. (2016) Apply BCNN on IJB-A dataset
Guided-CNN (Fu et al., 2017) Parallel sub-CNN models as guide and learners
Li et al. (2015a) A tree-structure kernel adaptive CNN;Heirarchically fuse multiple local adaptive CNN subnets
PCANet (Chan et al., 2015) PCA is employed to learn multistage filter banks

SPCANet (Tian et al., 2015a)
Stack multiple output features learned through each stage of the CNN as the input of nonlinear
processing layer with hashing method-activation

SRDANet (Tian et al., 2015b) Use leading eigenvectors from patches in facial image as filter kernels
Weighted-PCANet (Huang and Yuan, 2015) Combine Linear Regression Classification model and PCANet construction to extract feature
MS-PCANet (Tian et al., 2016) Multiscaled PCA Network

c-CNN (Xiong et al., 2015)
The samples in c-CNN are processed with dynamically activated sets of kernels; Kernels are
only sparsely activated when a sample is passed through the network

LBPNet (Xi et al., 2016) An unsupervised learning; Trainable kernels are replaced by LBP
Simón et al. (2016) Fuse CNN and WNNC
NAN (Yang et al., 2017a) Two modules: CNN based feature embedding and neural aggregation
ABTA (Dong et al., 2017a) Two modules: attention based neural network, template adaptation module
Ranjan et al. (2016) Employ a multi-task learning (MTL) framework to do multi-purpose task
Wu et al. (2017a) ReST is introduced into CNN to do face alignment and recognition
SL-DCNN (Chen and Deng, 2016) Weakly-supervised self-learning DCNN
JFL (Lu et al., 2015a) Stack an unsupervised feature learning method into a deep CNN
Chen et al. (2015b) An automatic end-to-end FR system: face detection, alignment and verification

construction, and shared the main construction characteris-
tics with classical CNNs as a cascaded neural network. MS-
PCANet (Tian et al., 2016) contains two convolutional layers to
extract features hierarchically, followed by a nonlinear process-
ing layer with a simple binary hashing and feature pooling, and
it uses PCA to get the prefixed filter kernels. In the model pro-
posed by Li et al. (2015a), the convolutional kernels are dynam-
ically determined according to the spatial distribution of facial

landmarks. The activations of kernels in Conditional CNN (c-
CNN) (Xiong et al., 2015) model for each layer are conditioned
on the present intermediate representation and the activation
status in lower layers. Local Binary Pattern Network (LBPNet)
(Xi et al., 2016) is a simplified deep network with handcrafted
filters. It keeps the same topology of CNN whereas the train-
able kernels are replaced by Local Binary Pattern (LBP). Two
layers, using LBP and PCA filters respectively, are connected
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hierarchically in the deep network to extract high-level over-
complete representations for face images.

Fuse CNNs with other types of modules. Weighted Near-
est Neighbor Classifier (WNNC) (Simón et al., 2016) can be
fused with a CNN classifier. It used RGB, depth and ther-
mal captures of faces to train CNNs for a binary classification.
Then the results were fused with Histograms of Gabor Ordi-
nal Measures (HOGOMs) (Chai et al., 2014). Neural Aggre-
gation Network (NAN) (Yang et al., 2017a) contains feature
embedding module and neural aggregation module. The sec-
ond module is composed of two content-based attention blocks.
These attention blocks are driven by the memory storing all fea-
tures extracted from the first module. Improved from NAN by
combining transfer learning, Attention-Based Template Adap-
tation (ABTA) (Dong et al., 2017a) contains two modules also.
The attention based neural network module (feature extractor)
is used to integrate the template features of various lengths
to a single fixed length feature representation, according to
the attention mechanism, and template adaptation module is to
transfer the knowledge from a hold-out dataset to the test tem-
plates to improve the performance via transfer learning. Ran-
jan et al. (2016) proposed a multi-purpose CNN architecture
by employing a multi-task learning (MTL) framework to regu-
larize the shared parameters of the network to simultaneously
perform face detection, landmarks localization, face identifica-
tion and verification, pose estimation, gender recognition, smile
detection, and age estimation. Inspired by the spatial trans-
former, Wu et al. (2017a) introduced a Recursive Spatial Trans-
former (ReST) module into CNN to optimize face alignment
and recognition jointly in an end-to-end fashion. The ReST can
align faces to the canonical view in a progressive way, which
can be considered as an alignment-free face recognition system.

Adopt weakly-supervised or unsupervised learning. SL-
DCNN (Chen and Deng, 2016) is a weakly-supervised self-
learning DCNN for face recognition. LBPNet (Xi et al., 2016)
is a simplified deep network with handcrafted filters for unsu-
pervised learning. JFL (Lu et al., 2015a) stacked an unsuper-
vised feature learning module into a DCNN to learn a hierar-
chical feature representation. It used different feature dictio-
naries to represent the physical characteristics of various face
regions, and learned multiple related feature projection matri-
ces for these regions.

Others. Bayesian DCNN (B-DCNN) (Zafar et al., 2019)
aims to improve the efficacy of face recognition by dealing with
false positives through employing model uncertainty for robust
surveillance systems. It gets the posterior distribution of class
probabilities by employing dropout at both training and test-
ing phases, and uses mean and variance of the samples as con-
fidence and uncertainty for each class. In final classification
stage, it uses a simple heuristic function to decide if the sample
belong to the class.

2.2. Autoencoder (AE) and its Variants

Autoencoder (Bengio et al., 2009) is usually treated as one
type of unsupervised networks, which are gaining more at-
tentions in recent years. Similar to the multilayer perceptron
(MLP), AE is a feedforward, non-recurrent neural network. It

consists of two parts, encoder and decoder, with an input layer,
an output layer and one or more hidden layers. Hidden layers
have the purpose of reconstructing their own inputs (instead of
predicting the target value Y, given inputs X), which forces hid-
den layers to try to learn good representations of the inputs.
So AE is often used for efficient coding (Liou et al., 2014).
The encoder maps the input to a code, latent variable, or latent
representation. Decoder maps the code, latent variable, or la-
tent representation to the reconstruction of input with the same
shape. It usually applies the backpropagation technique to train
the model layer-by-layer by setting the target values to be equal
to the inputs, in which the goal is to minimize the reconstruction
errors.

AE has a lot of variations. To further boost the ability of
AE for image representation, Vincent et al. (2010) proposed a
denoising autoencoder (DAE), which enhances the generaliza-
tion by training with locally corrupted inputs. A DAE does
two things: encode the input, and undo the effect of a corrup-
tion process. AE can be stacked to form a deep network, called
stacked autoencoder (SAE), by feeding the latent representation
of an autoencoder as input to the next autoencoder. Contractive
autoencoder (CAE) and Variational autoencoder (VAE) are also
the variants of AE.

AE is one of the commonly used building blocks in deep
neural networks. A number of AE based deep methods (shown
in Table 4) have been proposed recently. The extensive usage
of AE is to learn common latent features between different do-
mains for cross-domain FR. Besides, reducing the dimension
of learned features or reconstructing images are common uses
as well. For example, Huang et al. (2016b) proposed an Adap-
tive Deep Supervised Network Template (ADSNT) with a su-
pervised autoencoder which is trained to extract characteristic
features from corrupted/clean facial images and reconstruct the
corresponding similar facial images.

Learn common latent features between different do-
mains. This strategy is universally used in heterogeneous face
recognition (HFR), such as cross-age, -large pose, -various ex-
pressions, etc. Riggan et al. (2015) proposed a coupled autoen-
coder, CpAEs, to learn a cross-modal transformation for HFR
by forcing the hidden units (latent features) of two NNs to be
as similar as possible, meanwhile preserving information from
the input. Shao et al. (2015) used multiple AEs, where each
AE generates input by randomly sampling data from another
modality and the auxiliary database, and enforced the output
to lie in a common feature space through Robust PCA. Cou-
pled Autoencoder Networks (CAN) (Xu et al., 2017a) used
AEs to handle the cross-age face recognition and retrieval prob-
lem. Deep Discriminant Analysis (DDA) Nets (Pathirage et al.,
2016) adopted AEs to learn dynamic data adaptive features.
Each shallow AE is trained to achieve simple but tractable goals
required to address the global non-linear objective. This model
can be used in various domains such as head pose and face ex-
pressions. Random faces guided sparse many-to-one encoder
(RF-SME) (Zhang et al., 2013) is an AE-like high-level fea-
ture learning scheme to extract pose-invariant identity feature.
It builds the encoder with a sparse constraint to extract pose-
invariant feature in a supervised way, and uses multiple random
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Table 4. Overview of deep methods based on AE and its variants.

Algorithm Description/Remark

ADSNT (Huang et al., 2016b)
Extract characteristic features from corrupted/clean facial images and reconstruct the corresponding similar
facial images

CpAEs (Riggan et al., 2015) Coupled autoencoder for learning a target-to-source image representation for HFR
Shao et al. (2015) Integrate multiple deep AEs with bagging strategy to deal with classification with missing modality problem
CAN (Xu et al., 2017a) Coupled AE networks to handle age-invariant FR and retrieval problem
DDA (Pathirage et al., 2016) Deep autoencoder for pose, expression
RF-SME (Zhang et al., 2013) Extract pose-invariant identity feature
SPAE (Kan et al., 2014) Stacked progressive AE; Learn pose-robust features
SFDAE (Pathirage et al., 2015) Stacked face DAEs; A multiple-encoder single-decoder color fusion model
Liu et al. (2016a) Fused 2D images of a face and motion history images with expressions to do FR
Gao et al. (2015) Stack the supervised autoencoders (SSAE) to form deep architecture to extract features

D2AE (Liu et al., 2018e)
Learn the identity-distilled features that discriminatively focus on inter-personal differences for identity
verification with a minimal supervision by face identities

faces as the target values for the encoder to enhance discrim-
inative capability of the feature. Kan et al. (2014) proposed
a stacked progressive autoencoder (SPAE) to learn pose-robust
features by modeling a complex non-linear transform from non-
frontal face images to the frontal in a progressive way. SPAE
contains multiple progressive AEs, and each of them maps faces
at large poses to a virtual view at smaller pose angles. The
output contains very small pose variations. Inspired by SPAE,
stacked face denoising autoencoders (SFDAE) (Pathirage et al.,
2015) was proposed for expression-robust feature acquisition.
The model exploits contributions of different color components
in different local face regions by recovering the neutral expres-
sion from various other expressions and denoises the face with
dynamic expressions in a progressive way. Liu et al. (2016a)
fused 2D images of a face and motion history images (MHIs),
which are generated from the same face’s image sequences with
expressions to do face recognition. Motivated by DAE, Gao
et al. (2015) proposed a supervised autoencoder to learn a ro-
bust image representation for the single training sample per per-
son (SSPP) problem. It enforces faces with variations mapped
to the canonical face and enforces features of the same person
to be similar, and then it stacks the supervised autoencoders
(SSAE) to form a deep architecture to extract features. Liu et al.
(2018e) constructed an identity Distilling and Dispelling Au-
toencoder (D2AE) framework with a minimal supervision by
face identities to adversarially learn the identity-distilled fea-
tures which can not only produce identity-distilled features that
discriminatively focus on inter-personal differences with iden-
tity supervision, but also effectively extract the hidden identity-
dispelled features to capture complementary knowledge includ-
ing intra-personal variances and even background clutters.

2.3. Restricted Boltzmann Machine (RBM), Deep Belief Net-
works (DBNs) and Deep Boltzmann Machines (DBMs)

Boltzmann Machine (BM) is a particular form of log-linear
Markov Random Field (MRF). The RBM is a variant of BM
with the restriction that its neurons must form a bipartite graph,
which means that a pair of nodes from each of the two groups
of units (visible, hidden units) may have a symmetric connec-
tion between them and there are no connections between nodes

within a group. RBM is a shallow, two-layer neural net. The
first layer is called visible or input, and the second is the hid-
den layer. DBM (Salakhutdinov and Hinton, 2009) gained sig-
nificant attentions in learning of higher-level and more com-
plex representation of data and the distribution of observations.
Nonlinear latent variables in DBM are organized in multiple
connected layers in a way that variables in one layer can simul-
taneously contribute to the probabilities or states of variables
in the next layer. Each layer learns a different factor to repre-
sent the variations in the given data. DBN can be formed by
stacking Restricted Boltzmann Machines (RBMs) and option-
ally fine-tuning the resulting deep network with gradient de-
scent and backpropagation.

In FR, there still exists some methods (see Table 5) using
DBN, DBM and/or RBM. Chen et al. (2013c) proposed a fea-
ture learning method that first trains RBM networks for each
modular region in the images, separately, and then stacks the
RBM networks into a deep architecture to obtain high-level, hi-
erarchical representations. Yi et al. (2015) adopted a 3-layer
RBM to learn the relationship of face images between differ-
ent modalities. Middle layer represents the shared properties of
heterogeneous data. Both Huang et al. (2012b) and Jhuang et al.
(2016) built a DBN based network to learn features. Wu et al.
(2013) adopted DBM to obtain features under different poses
and expressions. Deep Appearance Models (DAMs) (Duong
et al., 2015) used two DBMs to robustly capture variations of
facial shapes and appearances, respectively, and then construct
one more high-level layer to interpret the connections between
these two DBMs. Finally, a compact representation is generated
for face classification.

2.4. Generative Adversarial Networks (GANs)

Another typical neural network, Generative Adversarial Net-
work (GAN) (Goodfellow et al., 2014), gained much attention
in recent years. It contains two independent networks, shown in
Fig.5, which work separately and act as adversaries. The gen-
eral idea is to build two competing neural network models. The
generative model (generator) takes noise as input and generates
samples. The discrimintive model (discriminator) receives sam-
ples from both generator and training data, and has to be able
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Table 5. Overview of deep methods based on DBN, DBM, RBM.

Algorithm Description/Remark

Chen et al. (2013c) A feature learning method by stacking the RBM networks
Yi et al. (2015) A local to global learning framework based on RBM for heterogeneous face recognition
CDBN (Huang et al., 2012b) Convolutional deep belief networks to learn features in high-resolution face images
Jhuang et al. (2016) Use DBN to train identification model using features with depth information of 3D data
Wu et al. (2013) Use DBM to track facial feature under varying expressions and poses
DAMs (Duong et al., 2015) 2 DBMs capture variations of facial shapes and appearances respectively

Table 6. Overview of deep methods based on GAN.

Algorithm Description/Remark

DA-GAN (Zhao et al., 2017)
For photo-realistic and identity preserving profile face synthesis under extreme poses by
projecting a 3D face into the 2D image space

Age-cGAN (Antipov et al., 2017b) A aging/rejuvenation method to synthesize more plausible and realistic faces
AgecGAN+LMA (Antipov et al., 2017a) A generative aging/rejuvenation method
GAN-VFS (Zhang et al., 2017a) Visible Face Synthesis method to synthesize photo realistic visible face images
DR-GAN (Tran et al., 2017) GAN based framework for pose-invariant face recognition and face synthesis
UV-GAN (Deng et al., 2018a) Pose-invariant face verification via adversarial facial UV map completion
DAN (Rao et al., 2017a) A discriminative aggregation network for video face recognition
BLAN (Li et al., 2018b) A bi-level adversarial network for makeup-invariant face verification
Song et al. (2017) An adversarial discriminative feature learning framework for HFR
Cao et al. (2018a) An asymmetric joint learning (AJL) method for HFR
Song et al. (2018) Introduce adversarial learning for NIR-VIS face recognition

Fig. 5. Architecture of the Generative Adversarial Network.

to distinguish between the two sources. The two models play
a continuous game, where the generator is learning to produce
more and more realistic samples, and the discriminator is learn-
ing to get better and better in distinguishing the generated data
from real data. The two models are trained simultaneously, and
the goal is that the competition will drive the generated samples
to be indistinguishable from real data.

GAN can be viewed as an architecture that is able to achieve
far better performance compared to the traditional networks.
This network has been universally applied to handle more com-
plicated tasks in face recognition community (as shown in Table
6), such as some specific FR problem mentioned in Section 3.
The common problem contains face synthesis, pose-invariant
FR, cross-age FR, video-based FR, makeup-invariant FR, and
so on. More GAN based methods will be described in Section
3.

Face synthesis. For example, DA-GAN (Zhao et al., 2017)
was proposed for photorealistic and identity preserving profile
face synthesis even under extreme poses. It combines prior
knowledge from data distribution (adversarial training) and do-
main knowledge of faces (pose and identity perception losses)

to exactly recover the lost information inherent in projecting a
3D face into the 2D image space. Antipov et al. (2017b) pro-
posed Age-cGAN aging/rejuvenation method. Because of the
slightly imperfect preservation of original identities in aged/

rejuvenated faces, this model cannot be directly used to im-
prove face verification. So, a generative AgecGAN+LMA ag-
ing/rejuvenation method (Antipov et al., 2017a) was proposed.
It adopted a Local Manifold Adaptation (LMA) approach to re-
solve the stated issue of Age-cGAN. Zhang et al. (2017a) pro-
vided a GAN based Visible Face Synthesis (GAN-VFS) method
to synthesize photo realistic visible face images from their cor-
responding polarimetric images.

Domain-invariant feature learning. Tran et al. (2017) de-
veloped a Disentangled Representation Learning GAN (DR-
GAN) for pose-invariant face recognition and face synthesis.
They designed an encoder-decoder structured generator and
do pose classification in the discriminator. UV-GAN (Deng
et al., 2018a) is a meticulously designed architecture that com-
bines local and global adversarial DCNNs to learn an identity-
preserving facial UV completion model for pose-invariant face
recognition. Rao et al. (2017a) proposed a discriminative aggre-
gation network (DAN) for video FR by combining the idea of
adversarial learning with metric learning to aggregate the useful
information of an input video into one or few more discrimina-
tive images in the feature space. Li et al. (2018b) proposed
a bi-level adversarial network (BLAN) for makeup-invariant
face verification. Two adversarial networks are combined in
an end-to-end deep network, with the one on pixel level for re-
constructing appealing facial images and the other on feature
level for preserving identity information. To handle HFR prob-
lem, Song et al. (2017) proposed an adversarial discriminative



12

Table 7. Overview of deep methods using hybrid architectures.

Algorithm Description/Remark

Gan et al. (2014) Multi-layer network architecture; graph embedding framework
Nagpal et al. (2015) SDAE; DBM; Learn weight invariant facial representations
Goswami et al. (2017) SDAE; DBM; For crossmodality learning
Convnet-RBM (Sun et al., 2013) CNN: characterize face similarities; RBM: perform inference
MM-DFR (Ding and Tao, 2015) CNNs: extracts complementary facial features; SAE: compress dimension
MDLFace (Goswami et al., 2014) SDAE: robust to noise; RBM: learn internal complex representation; DNN
McDFR (Chen et al., 2015c) AE: extract generic feature of each facial regions; DNN: get discriminative feature; DNN:classification
Zhang et al. (2017b) GAN: generative capacity; CNN: discriminative feature extraction

feature learning framework to close the gap between sensing
patterns of different face modalities on both raw-pixel space
and compact feature space. Cao et al. (2018a) proposed an
asymmetric joint learning (AJL) method to transform the cross-
modality differences mutually by incorporating the synthesized
images into the learning process. Song et al. (2018) also intro-
duced adversarial learning in NIR-VIS face hallucination and
domain-invariant feature learning to close the sensing gap of
heterogeneous data in pixel space and feature space simultane-
ously.

2.5. Hybrid Architectures

Some hybrid deep architectures were proposed for face
recognition by combining two or more types of neural net-
works, e.g., AE+DBM, AE+CNN, GAN+CNN. An overview
of existing hybrid deep architectures is shown in Table 7. Actu-
ally, AE can be treated as an efficient network for dimension
reduction. Some hybrid deep architectures often adopt it to
compress the high-dimensional feature vectors. Compared with
the traditional PCA approach, AE has the advantage in learn-
ing non-linear feature transformations. For example, MM-DFR
(Ding and Tao, 2015) integrated a set of elaborately designed
CNNs and a three-layer SAE. The CNNs extract complemen-
tary facial features from multimodal data and the extracted fea-
tures are concatenated to form a high-dimensional feature vec-
tor, whose dimension is compressed into a compact face signa-
ture by the SAE.

Most methods showed improvements on face recognition
performance. Some of them combine AEs and DBMs. Nag-
pal et al. (2015) proposed a regularizer-based approach to learn
weight invariant facial representations using sparse-stacked de-
noising AEs and DBMs. The experimental results showed an
improvement on the identification accuracy. Goswami et al.
(2017) built a deep learning framework for video face recog-
nition with a combination of stacked denoising sparse autoen-
coder (SDAE) and DBM too. From the results, it is evident that
both SDAE and DBM are required in the proposed architec-
ture to extract a meaningful representation for face recognition
and the joint representation can further improve the recognition
performance. MDLFace (Goswami et al., 2014) presented an
efficient memorability based frame selection algorithm using
SDAE and DBM as well.

Some methods are the ensemble of CNNs and RBMs. Sun
et al. (2013) proposed a hybrid CNN-RBM network. To charac-
terize face similarities from different aspects, they concatenated

the features extracted from different face region pairs by differ-
ent deep CNNs. A RBM is used for face verification. The result
showed that the entire hybrid network can further improve the
accuracy. Several methods are designed using AEs and a su-
pervised deep neural network. McDFR (Chen et al., 2015c)
adopted unsupervised and supervised learning in a cascaded
fashion to produce a generically descriptive yet class-specific
deep multi-channel representation. It performs deep autoen-
coder to extract generic feature of each facial region (right eye,
left eye, nose, mouth), then features are fed into a supervised
learning (DNN) to get discriminative representations for differ-
ent classes.

GAN is also a choice used in hybrid deep architecture. Zhang
et al. (2017b) combined the generative capacity of conditional
GAN and the discriminative feature extraction of DCNN for
cross-modality learning. They demonstrated an outstanding
performance on heterogeneous face recognition.

2.6. Comparison of Different Network Architectures

Unlike conventional machine learning algorithms that re-
quire users to tell the computer what to do, break big prob-
lems down into many small ones, and precisely define tasks that
the computer can easily perform, neural networks directly learn
from observational data, figure out their own solutions to the
problem at hand. Today, deep neural networks or deep learn-
ing can work well for many difficult learning tasks, e.g., face
recognition.

This paper investigated several neural networks commonly
used in face recognition. CNN is the mostly used. A typical
use case for CNN is that users feed the network images and the
network classifies the data. The filters consisting of trainable
parameters in CNN can convolve in a given image spatially
to detect spatial features like edges and shapes. Stacked lay-
ers of filters can be used to detect complex spatial shapes from
the spatial features at every subsequent level. Hence CNN can
successfully boil down a given image into a highly abstracted
representation for predicting.

Another neural network commonly used in FR is the GAN,
which consists of any two networks (although often a combina-
tion of Feed Forwards and CNNs), with one tasked to generate
content (generative) and the other has to judge content (discrim-
inative). Recently it has been largely used to deal with specific
challenging FR problems, e.g., cross-age, pose, HFR, and come
across some very impressive results. GAN is one of the few
successful techniques in unsupervised machine learning, and is
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quickly revolutionizing our ability to perform generative learn-
ing.

However, some neural networks, e.g., AE, DBM, DBN, have
become less popular in FR due to certain reasons. Take AE for
example. It turned out to be very difficult to optimize deep au-
toencoders using back propagation. With small initial weights,
the back propagated gradient dies. Nowadays they are rarely
used in practical applications.

2.7. Loss Functions

Loss function plays an important role in deep feature learn-
ing. In various deep neural networks, usually there is a loss
layer, normally the final layer, which specifies how to penal-
ize the deviation between the predicted and true labels in train-
ing. An effective loss function is the one that can improve
the discriminative power of the deeply learned features. Intu-
itively, the learning should minimize the intra-class variations
and maximize the inter-class differences. With the development
of deep neural networks, various loss functions (as shown in Ta-
ble 8) have been proposed.

Most loss functions can be generally divided into two groups:
(1) sample-based loss and (2) set-based loss. Sample-based su-
pervision processes each sample individually. Set-based super-
vision considers a set of images as a unified entity. An image set
is a collection of instances of the same object/person from vary-
ing viewpoints, illuminations and poses, and exhibits different
characteristics. A set contains richer information of the target
than a single image and is potentially more useful for problems
like face recognition. As Wen et al. (2016b) illustrated, set-
based supervision can learn more discriminative features than
just separable features with sample-based approaches.

2.7.1. Sample-based Supervision
Softmax Loss is a traditional sample-based supervision

which is often used to predict a single class of K mutually ex-
clusive classes. Ranjan et al. (2017) designed an L2-Softmax
Loss by adding an L2-constraint to the softmax loss, which re-
stricts the features to lie on a hypersphere of a fixed radius.

Contrastive Loss (Hadsell et al., 2006) runs over pairs of
samples. It is one such approach where the features are learned
with supervision of a loss computed with (positive or negative)
pairs of samples. Triplet Loss (Schroff et al., 2015) aims at en-
suring a face image of a specific person (anchor) is closer to
other images of the same person (positive) than to images of
any other persons (negative). Both loss functions share the goal
to minimize the distances between the samples from the same
class and to maximize the distances between the samples from
different classes. Since contrastive loss and triplet loss often
lead to a slow convergence, Sohn (2016) proposed a multi-class
N-pair Loss to address this issue. This loss function can im-
prove upon the triplet loss by pushing away multiple negative
examples jointly at each update.

Marginal Loss (Deng et al., 2017a) was proposed to mini-
mize intra-class differences and maximize inter-class distances
by focusing on the marginal samples. Congenerous Cosine
Loss (COCO) (Liu et al., 2017d) considers both feature dis-
crimination and polymerization by directly optimizing and

comparing the cosine distance (similarity) between features. It
has the softmax property to make features discriminative and
keeps the class centroid. Deep Correlation Feature Learning
(DCFL) method (Deng et al., 2017b) brought in Correlation
Loss, which can encourage a large correlation between the deep
feature vectors and their corresponding weight vectors in soft-
max loss. In correlation loss, it applies a weight vector in soft-
max loss as the prototype of each class.

Chen et al. (2017a) designed the Noisy Softmax Loss to mit-
igate the early saturation issue that softmax will impede the
exploration of SGD and lead the model to converge at a bad
local-minima by injecting an annealed noise in softmax dur-
ing each iteration. Ring Loss (Zheng et al., 2018) is a simple
and elegant approach to normalize all sample features through a
convex augmentation of the primary loss function (such as Soft-
max). It applies soft normalization, where it gradually learns to
constrain the norm to the scaled unit circle while preserving
convexity leading to more robust features. Ring loss can be
used along with any other loss functions such as the softmax or
large-margin softmax.

It is possible to encourage intra-class variance minimization
when a large-margin strategy is introduced into the classifica-
tion model. Wan et al. (2018) proposed a Large-Margin Gaus-
sian Mixture Loss (Large-margin GM or L-GM) established on
the assumption that the deep features of the training set follow
a Gaussian Mixture distribution. Based on the features likeli-
hood to the training feature distribution, L-GM loss is superior
to softmax loss and its major variants in the sense that it can
be readily used to distinguish abnormal inputs. Large-margin
Softmax Loss (L-Softmax) (Liu et al., 2016b) was proposed
to explicitly encourage intra-class compactness and inter-class
separability for the learned features. It can not only adjust the
desired margin but also avoid overfitting.

Angular Softmax Loss (A-Softmax) (Liu et al., 2017b) adds
an angular margin to the softmax loss. It renders a geometric
interpretation by constraining learned features to be discrimi-
native on a hypersphere manifold, which intrinsically matches
the prior that faces also lie on a non-linear manifold. Angular
margin was introduced in L-Softmax and A-Softmax to make
the classification boundary more compact. It was proved to be
an effective way to further improve the face recognition per-
formance. However, the angular margin function introduced
in A-Softmax or L-Softmax is difficult to train and is sensitive
to parameters. To ease this issue, Qi and Zhang (2018) pro-
posed a simple Adaptive Angular Margin Loss (AAM). Wang
et al. (2018b) introduced a kind of margin to the softmax loss
function, i.e., Additive Margin Softmax Loss (AM-Softmax),
which is more intuitive and interpretable. ArcFace (Deng et al.,
2018b) adopted an Additive Angular Margin Loss to obtain
more discriminative features for face recognition. It utilizes the
arc-cosine function to calculate the angle between the current
feature and the target weight, add an additive angular margin to
the target angle, and get the target logit back again by the cosine
function. To improve the effectiveness of discrimination, Wang
et al. (2018c) reformulated the softmax loss as a cosine loss
called Large Margin Cosine Loss (LMCL) by L2 normalizing
both features and weight vectors to remove radial variations,
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Table 8. Definitions of different loss functions used in deep networks for face recognition.

Loss function Definition

Softmax Loss •Ls = −
∑m

i=1 log e
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yi
xi+byi∑n

j=1 e
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j xi+b j
; m: classes; W: weights; b: bias
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(Liu et al., 2017b)
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∑
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m ≤ θ ≤ π

;

m: integer closely related to classification margin;
D(θ): monotonically decrease;D( πm ) should equal cos( πm )

L2-Softmax Loss
(Ranjan et al., 2017)

•LL2 = − 1
M

∑M
i=1 log e

WT
yi

f (Xi )+byi∑C
j=1 e

WT
j f (Xi )+b j

; minimizes LL2 subject to ‖ f (Xi)‖2 = α,∀ i=1,2,...,M;

Xi: input in a mini-batch of size M; yi: class label;
f (Xi): feature descriptor obtained from the penultimate layer; C:# classes;
W,b: weights, bias for the last layer which acts as a classifier

Contrastive Loss
(Hadsell et al., 2006) •L(W,Y,

−→
X1,
−→
X2) = (1 − Y) 1

2 (DW )2 + (Y) 1
2 max(0,m − DW )2; m (> 0): a margin

Triplet Loss
(Schroff et al., 2015)

•‖xa
i − xp

i ‖
2
2 + α < ‖xa

i − xn
i ‖

2
2,∀(xa

i , x
p
i , x

n
i ) ∈ τ; L =

∑N
i [‖ f (xa

i ) − f (xp
i )‖22 − ‖ f (xa

i ) − f (xn
i )‖22 + α]+;

α: a margin; τ: set of all possible triplets

N-pair Loss
(Sohn, 2016)

•LN−pair−mc({(xi, x+
i )}Ni=1; f = 1

N

∑N
i=1 log(1 +

∑
j,i exp( f >i f +

i − f >i f +
i ));

x: input, x+ and x−: positive and negative examples of x;
f: kernal taking x and generating an embedding vector f(x)

Marginal Loss
(Deng et al., 2017a)

•Lm = 1
m2−m

∑m
i, j,i, j(ξ − yi j(θ − ‖

xi
‖xi‖
−

x j
‖x j‖
‖22));

xi, x j: face samples; θ: threshold of distance; ξ: error margin besides the classification hyperplane;
yi j ∈ ±: shows whether faces xi and x j are from same or different classes;

Correlation Loss
(Deng et al., 2017b) •LC = −

∑
i cos(θyi ) = −

∑
i

WT
yi

xi

‖Wyi ‖‖xi‖
; Wyi : weight vector

Noisy Softmax
(Chen et al., 2017a)

•L = − 1
N

∑
i log e fyi −α‖Wyi ‖‖Xi‖(1−cosθyi )|ε |∑

j,yi e f j +e fyi −α‖Wyi ‖‖Xi‖(1−cosθyi )|ε| ; N:#training images; θyi :the angle between vector Wyi and Xi

Large-Margin GM Loss
(Wan et al., 2018)

•LGM = Lcls + λLlkd; Lcls: related to the discriminative capability;
Llkd: likelihood regularization, related to its probabilistic distribution; Both share all the parameters

COCO Loss
(Liu et al., 2017d)

•LCOCO( f (i), ck) = −
∑

i∈B,k t(i)
k logp(i)

k = −
∑

i∈B logp(i)
li

;
f (i): feature vector of i-th sample; B: mini-batch; ck: centroid of class k;
k: index along the class dimension in RK ; t(i)

k ∈ {0, 1}: binary mapping of sample i based on its label li

Ring Loss
(Zheng et al., 2018)

•LR = λ
2m

∑m
i=1(‖F (Xi)‖2 − R)2;

F (xi): deep feature for sample Xi; R: learnt target norm value; λ: loss weight; m: batch size

Large Margin Cosine Loss
(Wang et al., 2018c)

•Llmc = 1
N

∑
i −log es(cos(θyi ,i)−m)

es(cos(θyi ,i)−m)
+
∑

j,yi escos(θ j ,i)
subject to W = W∗

‖W∗‖ , x = x∗
‖x∗‖ , cos(θ j, i) = WT

j xi;

N: #training samples; xi: i−th feature vector corresponding to groundtruth class of yi;
W j: weight vector of the j−th class; θ j: the angle between W j and xi

AM-Softmax
(Wang et al., 2018b)

•LAMS = − 1
n

∑n
i=1 log es(cosθyi−m)

es(cosθyi−m)+
∑c

j=1, j,yi
escosθ j

Adaptive Angular Margin Loss
(Qi and Zhang, 2018)

•LAAM =
∑N

i −log(pAAM
yi

); pAAM
yi

=
exp(‖Φ(Xi)‖cos(ηθyi ,i))

exp(‖Φ(Xi)‖cos(ηθyi ,i))+
∑

k,yi exp(‖Φ(Xi)‖cos(θk,i))

η: an adaptive parameter,set based on the value of θyi ,i

Additive Angular Margin Loss
(Deng et al., 2018b)

•L = − 1
N

∑N
i=1 log es(cos(θyi +m))

es(cos(θyi +m))
+
∑n

j=1, j,yi
escosθ j

; m:additive angular margin penalty;

N: # batch size; n:class number; θ j: the angle between the weight and feature
Center Loss
(Wen et al., 2016b)

•LC = 1
2

∑m
i=1 ‖xi − cyi‖

2
2; cyi ∈ R

d: yi-th class center; xi: input vector; m: # classes

Contrastive-Center Loss
(Qi and Su, 2017)

•Lct−c = 1
2

∑m
i=1

‖xi−cyi ‖
2
2

(
∑k

j=1, j,yi
‖xi−c j‖

2
2)+δ

; δ: constant for preventing denominator equal to 0

Range Loss
(Zhang et al., 2017c)

•LR = αLRintra + βLRinter ; α, β: weights; LRintra : intra-class loss; LRinter : inter-class loss

Git Loss
(Calefati et al., 2018)

•L = LS + λCLC + λGLG = −
∑m

i=1 log e
WT

yi
xi+byi∑n

j=1 e
WT

j xi+b j
+

λC
2

∑n
i=1 ‖xi − cyi‖

2
2 + λG

∑m
i, j=1,i, j

1
1+‖xi−cy j ‖

2
2

LS : Softmax; LC :Center Loss; LG:Git Loss, to maximize distance between divergent identities
Max-Margin Loss
(Gecer et al., 2017) •LM = λM

∑n
i=1
∑m

j=1
1−δ̄(yi= j)

m−1 e
−
δ̄(yi= j)(ωT

j xi+b j )

‖ω j‖2 ; n: #samples of a mini-batch; m: # classes; ω j, b j: parameters
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based on which a cosine margin term is introduced to further
maximize the decision margin in the angular space.

2.7.2. Set-based Supervision
Yet, recent set-based deep embedding studies show a good

performance. Wen et al. (2016b) attempted to combine sample-
based loss functions (e.g., softmax, contrastive, triplets) with a
set-based term called Center Loss which simultaneously learns
a center for deep features in each class and penalizes the dis-
tances between the deep features and their corresponding class
centers. While the center loss only considers intra-class com-
pactness, Contrastive-Center Loss (Qi and Su, 2017) improved
it and considered both intra-class compactness and inter-class
separability by penalizing two contrastive values, i.e., distances
of input to its corresponding class centers and the sum of the
distances of input to its non-corresponding class centers. In-
spired by the contrastive loss, Range Loss (Zhang et al., 2017c)
was proposed to utilize the tailed data in training, which can
reduce the overall intra-personal variations and enlarge inter-
personal differences simultaneously. However, unlike the con-
trastive loss defined on individual positive and negative pairs,
range loss is defined on the overall distances between all sam-
ple pairs within one mini-batch. Git Loss (Calefati et al., 2018)
is a joint supervision signal to leverage softmax and center loss
functions aiming at minimizing the intra-class variations and
maximizing the inter-class distances. Gecer et al. (2017) pro-
posed Max-Margin Loss that benefits from set-based informa-
tion by drawing inter-set (inter-class) margins. It improves the
separability of learned features by maximizing the maximum
possible inter-class margin that is calculated by a support vector
machine and address the shortcomings of the existing set-based
methods.

2.7.3. Other Loss Functions
There exists some specific loss functions that are not used

extensively, e.g., Verification Loss and Classification Loss used
in DeepID2 (Sun et al., 2014a), DeepID2+ (Sun et al., 2015b).
Zhang et al. (2015a) provided a Sigmoid Cross-entropy loss for
predicting K independent probability values in [0,1]. Kazemi
et al. (2018) designed an Attribute-Centered Loss for soft-
biometrics guided face sketch-photo recognition. In unsuper-
vised deep learning, there are also some loss functions, such as
Reconstruction Error used in AE and its variants (Zhu et al.,
2013), Square-Loss function (Chen et al., 2015c; Pathirage
et al., 2015), Coupling Error (Zhou et al., 2015), etc.

2.7.4. Comparison of Different Loss Functions
A thorough comparison of different loss functions used in

deep learning based face recognition is presented in Table
9. Most methods adopts CNN as their basic network, e.g.,
ResNet1 (Wen et al., 2016b), ResNet2 (He et al., 2016a),
Inception-ResNet (Schroff et al., 2015) and VGG-net (Si-
monyan and Zisserman, 2014). CASIA-WebFace (Yi et al.,
2014) and MS-Celeb-1M (Guo et al., 2016) are two common
public training datasets. CASIA-WebFace contains 0.49M face
images belonging to 10K different individuals. MS-Celeb-1M
contains 10M face images of 100K subjects. MS1MV2 is a

semi-automatic refined version of MS-Celeb-1M. VGG Face
(Parkhi et al., 2015) consists of around 1M face images of 2,558
individuals.

Four typical testing datasets, LFW (Huang et al., 2007), YTF
(Wolf et al., 2011), IJB-A (Klare et al., 2015) and MegaFace
(Kemelmacher-Shlizerman et al., 2016), are adopted. LFW in-
cludes 13,233 face images from 5,749 different identities, and
provides 6,000 face pairs for verification protocol under un-
restricted conditions. YTF includes 3,425 videos from 1,595
different individuals, with an average length of 181.3 frames
per video. Both datasets contains faces with large variations in
pose, expression and illuminations. IJB-A contains 500 sub-
jects with a total of 25,813 images including 5,399 still images
and 20,414 video frames. It contains faces with extreme view-
points, resolution and illumination which makes it more chal-
lenging than the commonly used LFW dataset. MegaFace is
a very challenging testing benchmark for large-scale (million
scale) face identification and verification under two protocols
(large or small training set), which contains a gallery set and
a probe set. The gallery set in Megaface is composed of more
than 1 million face images from 690K different individuals. The
training set is defined as large if it contains more than 0.5M
images and 20K subjects and vice versa. The probe set has
two existing databases: Facescrub (Ng and Winkler, 2014) and
FGNET (FG-NET, 2007). Facescrub contains 100K photos of
530 unique individuals. It is a common probe set used for eval-
uating Megaface performance. FGNet is a face ageing dataset
with 1,002 images from 82 identities.

Most loss functions perform well on LFW. FV accuracy of
more than half loss functions surpass 99.0%. Additive Angu-
lar Margin Loss gained the highest accuracy on YTF which
is 98.02. The overall performance on IJB-A and MegaFace
is much worse than LFW which proved that both datasets are
more challenging than LFW.

2.8. Activation Functions

Sigmoid. The sigmoid activation function takes a real-valued
number and squashes it into the range between 0 and 1. How-
ever, the sigmoid is rarely used in deep networks because of
two drawbacks: when the activation of a neuron saturates at ei-
ther tail of 0 or 1, the gradient there is almost zero, resulting
in almost no signal flowing through the neuron to its weights,
and recursively to its data; and the sigmoid outputs are not zero-
centered.

Tanh. Tanh squashes a real-valued number to the range of
[-1, 1]. Like sigmoid neuron, its activations saturate, but unlike
the sigmoid neuron, its output is zero-centered. Therefore, in
practice the tanh nonlinearity is preferable than the sigmoid.

ReLU. Rectified Linear Units (ReLU) has been used largely
in the last few years. It increases the nonlinear properties of
the decision function and overall network without affecting the
receptive fields of the convolution layer. ReLU is preferable
to other functions, because it trains the neural network sev-
eral times faster (Krizhevsky et al., 2012) without a significant
penalty to generalization capability. Compared to tanh and sig-
moid neurons that involve expensive operations, ReLU can be
implemented by simply thresholding a matrix of activations at
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Table 9. Performance (%) of different loss functions on LFW, YTF, IJB-A and MegaFace datasets in face recognition community. * denotes the images are
not publicly available. + denotes data expansion. Ver. indicates verification TAR for 10−6 FAR. TAR and FAR denote True Accept Rate and False Accept
Rate, respectively. “Rank-1” indicates rank-1 identification accuracy with 1M distractors.

Loss function Models Training Data LFW YTF IJB-A
MegaFace

Ver. Rank-1 Protocol

Softmax

VGG-net WebFace 96.53
VGG-net WebFace+ 98.83 94.22
ResNet1 MS-Celeb-1M 98.87 94.16 73.00
ResNet2 MS-Celeb-1M 83.10
ResNet2 WebFace 97.88 93.10 65.925 54.855 small
ResNet2 WebFace+Celeb1M 98.27 93.10
Inception-ResNet VGGFace2(3.31M) 98.40 93.60
Liu et al. (2017d) half MS-1M 99.75 71.17 small

A-Softmax
ResNet2 WebFace 99.42 95.00 89.142 75.766 small
ResNet2 MS-Celeb-1M 99.47 93.24 90.045 75.766 small

L-Softmax
VGG-net WebFace 98.71
ResNet2 WebFace 99.1 94.00 80.423 67.128 small

L2-Softmax ResNet1 MS-Celeb-1M 99.78 96.08 90.90
Contrastive Loss
+ Softmax

ResNet2 WebFace 98.78 93.5 78.865 65.219 small
VGG-net WebFace 97.31

Triplet Loss
FaceNet (Schroff et al., 2015) 200M* 99.63 95.12
ResNet2 WebFace 98.7 93.4 78.322 64.797 small
Liu et al. (2017d) half MS-1M 98.85 69.13 small

Triplet Loss
+Softmax Liu et al. (2017d) half MS-1M 99.68 70.22 small

N-pair Loss CasiaNet (Yi et al., 2014) WebFace 98.33

Marginal Loss
ResNet1 MS-Celeb-1M 99.48 95.98 92.640 80.278 large
Inception-ResNet WebFace 98.95

Correlation Loss ResNet2 WebFace 99.55 96.06
Noisy Softmax VGG-net WebFace+ 99.18 94.88
L-GM Loss ResNet2 WebFace 99.20
COCO Loss Liu et al. (2017d) half MS-1M 99.86 76.57 small
Ring Loss
+Softmax ResNet2 MS-Celeb 1M 99.52 93.70 91.5

Ring Loss
+A-Softmax ResNet2 MS-Celeb 1M 99.50 93.22

Large Margin
Cosine Loss

ResNet2 WebFace 99.33 96.1 92.22 79.54 small
ResNet2-100 MS1MV2 (5.8M) 96.56 80.56

AM-Softmax ResNet2 WebFace 99.17 84.44 72.47
AAM Loss Inception-ResNet WebFace 99.583 95.28 73.743 small
Additive Angular
Margin Loss

ResNet2 WebFace 99.53 92.34 77.50
ResNet2-100 MS1MV2 (5.8M) 99.83 98.02 96.98 81.03

Center Loss

ResNet1 0.7M* 99.28 94.9 76.516 65.234 small
ResNet1 WebFace 99.05
ResNet2 MS-Celeb-1M 99.17
ResNet2 WebFace 99.00 94.4 75.68 63.38
Inception-ResNet VGGFace2(3.31M) 99.20 95.10

Center Loss
+Softmax

ResNet2 WebFace 99.05 94.4 80.146 65.494 small
Liu et al. (2017d) half MS-1M 99.78 75.79 small
ResNet2 MS-Celeb-1M 88.32

Center Loss
+A-Softmax ResNet2 MS-Celeb-1M 99.52 89.26

Contrastive-
Center Loss ResNet1 WebFace 98.68

Range Loss ResNet2 WebFace+Celeb1M 99.52 93.70
Git Loss Inception-ResNet VGGFace2(3.31M) 99.30 95.30
Max-Margin Loss Inception-ResNet VGG Face(0.83M) 96.03 92.44

zero. ReLU activation offers a way to separate noisy data from informative signals. It uses a threshold (or bias) to determine
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Table 10. Description of common activation functions.

Activation function Definition

Sigmoid f (x) = (1 + e−x)−1

Tanh f (x) = tanh(x) = 2
1+e−2x − 1

ReLU f (x) =

x, if x > 0
0, if x ≤ 0

LReLU f (x) =

x, if x > 0
0.01 ∗ x, if x ≤ 0

PReLU f (a, x) =

x, if x > 0
a ∗ x, if x ≤ 0

RReLU f (ai, yi) =

yi, if yi > 0
ai ∗ yi, if yi ≤ 0

ELU f (a, x) =

x, if x > 0
a(ex − 1), if x ≤ 0

Maxout max(wT
1 x + b1,wT

2 x + b2)

Gaussian Φ(z) = e−
z2

2σ2

Thin Plate Spline Φ(z) = z2logz
Quadratic Φ(z) = (z2 + r2)1/2

Inverse Quadratic Φ(z) = 1
(z2+r2)1/2 ,z = ‖x − c j‖

the activation of each neuron. If a neuron is not activated, its
output value will be 0. However, this thresholding might lead to
the loss of some information, especially for the first several con-
volution layers, because these layers are similar to Gabor filters
(i.e., both positive and negative responses are respected). To al-
leviate this problem, the Leaky Rectified Linear Units (LReLU)
(Maas et al., 2013), Parametric Rectified Linear Units (PReLU)
(He et al., 2015a) and Exponential Linear Units (ELU) (Clevert
et al., 2015) were proposed.

LReLU. The motivation of LReLU is to avoid zero gradients.
Experiments in (Maas et al., 2013) showed that the LReLU
has negligible impact on the accuracy compared with ReLU.
Instead of the function being zero when x<0, a LReLU will
instead have a small negative slope (of 0.01, or so). Some re-
searchers reported success with this form of activation function,
but the results are not always consistent. The slope in the nega-
tive region can also be made into a parameter for each neuron,
as seen in PReLU neurons. However, the consistency of the
benefit across tasks is unclear presently.

PReLU. PReLU was proposed by He et al. (2015a). RReLU
is the Randomized Leaky Rectified Linear Unit (Xu et al.,
2015). The negative slope can be set to different values. In
Table 10, a is a coefficient controlling the slope of the negative
part. When a = 0, it becomes ReLU; when a is a learnable pa-
rameter, it is referred to PReLU. The PReLU is equivalent to
f (x) = max(0, x) + a ·min(0, x). If a is small and fixed, PReLU
becomes LReLU (a = 0.01). PReLU can be trained using back-
propagation and optimized simultaneously with other layers.

Maxout. Maxout (Goodfellow et al., 2013) generalizes
ReLU and its leaky version. It has the benefits of a ReLU unit
(linear regime of operation, no saturation), while does not have
its drawbacks. However, unlike ReLU, it doubles the number of
parameters for every single neuron, leading to a higher number
of parameters in total. Max-Feature-Map was proposed with

the Light CNN (Wu et al., 2015). It can be treated as an ex-
tension of Maxout activation. Different from Maxout activation
that uses enough hidden neurons to approximate an arbitrary
convex function, MFM suppresses only a small number of neu-
rons to make the CNN models light and robust.

Gaussian radial function, thin plate spline (Duchon, 1977),
quadratic, and inverse quadratic are often used in the hidden
units of RBFN. Although RBFN exhibits several advantages,
e.g. global optimal approximation and classification capabil-
ities and has been found to be very attractive for many engi-
neering problems, including face recognition (Oh et al., 2013;
Balasubramanian et al., 2009; Park et al., 2008), it are not con-
sidered as deep learning methods for face recognition.

3. Some Specific Face Recognition Problems

Face recognition in visible domain has received a consider-
able amount of attention. Deep learning has significantly im-
proved the performance of conventional face recognition to near
human-levels. Besides, there exists some specific face recogni-
tion problems including challenges in Still Image-based Face
Recognition (SIFR) (e.g., pose variations, cross-age, illumina-
tion changes), Video-based Face Recognition (VFR), Heteroge-
neous Face Recognition (HFR) (e.g., still-to-video, 3D-based,
NIR-VIS, sketch-photo face matching), Image Set-based Face
Recognition (ISFR), and Closed-set vs. Open-set Face Recog-
nition. Fig.4 (c) shows the numbers of publications for each
specific face recognition issues. Nearly half of the papers fo-
cused on the challenges in SIFR problem.

3.1. Challenges in Still Image-based Face Recognition (SIFR)

In the past decade, face recognition has made a significant
progress in controlled scenarios, e.g., mugshot. Recently, re-
searchers focus more on unconstrained face recognition, con-
taining various poses, illuminations, expressions, blur, ages and
occlusions. In developing deep learning techniques, there are
deep methods that focus on some specific face recognition prob-
lems, using CNN, AE, GAN, etc. Fig.4 (d) gives a paper distri-
bution for each challenge. Pose variations has drawn the great-
est attention to researchers.

3.1.1. Pose Variations
Pose variation (as shown in Fig.6 (a)) in face images is still

a challenge for FR. Pose-Invariant Face Recognition (PIFR) is
far from being solved. A recent study (Sengupta et al., 2016)
shows that the performance of most algorithms including deep
learning methods degrades over 10% from frontal-frontal to
frontal-profile face verification, while the human performance
only drops slightly. This indicates that the pose variation re-
mains a significant challenge, even with deep learning. Table
11 presents an overview of the related methods.

Existing PIFR methods can be grouped into four categories:
(1) employing face frontalization to synthesize a frontal-view
face image before feature extraction, (2) directly extracting
pose-invariant features from non-frontal face images, (3) per-
forming both strategies jointly, and (4) other strategies.
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Fig. 6. Examples of (a) face pose variations, (b) illumination changes, (c) expression variations, (d) facial occlusions, (e) low resolution, (f) facial makeup.

Normalize profile face images to frontal view before fea-
ture extraction. The first strategy is to employ face frontaliza-
tion to synthesize a frontal view face image. The ability of gen-
erating a realistic frontal face can be beneficial to deal with pose
to some extent. For example, Kan et al. (2014) adopted multi-
ple progressive autoencoders to do face frontalization. Hu et al.
(2017b) proposed an end-to-end deep neural network to trans-
form a non-frontal face image into a frontal view by learning
the displacement field, which reflects the shifting relationship
of pixels from the non-frontal face image and the transformed
frontal view. Face Identity-Preserving (FIP) (Zhu et al., 2013),
Multi-View Perceptron (MVP) (Zhu et al., 2014a), Controlled
Pose Feature (CPF) (Yim et al., 2015) did face frontalization
too. Besides pose variation, they can also handle other varia-
tions, e.g., illumination. Cao et al. (2018c) assumed that there
is an inherent mapping between frontal and profile faces, and
consequently, their discrepancy in the deep representation space
can be bridged by an equivariant mapping. To exploit this map-
ping, they formulated a Deep Residual EquivAriant Mapping
(DREAM) block, which is capable of adaptively adding resid-
uals to the input deep representation to transform a profile face
representation to a canonical pose that simplifies recognition.

The face-in-the-wild conditions show more challenges on il-
lumination, head pose variation, self-occlusion and so on. It
is a challenging task to frontalize faces in the wild under var-
ious head poses, including extreme profile views. Yin et al.
(2017) proposed a deep 3D Morphable Model (3DMM) con-
ditioned Face Frontalization Generative Adversarial Network

(FF-GAN), to generate neutral head pose face images from a
single input image that can be a profile view up to 90. Huang
et al. (2017) proposed a deep architecture, Two-Pathway Gener-
ative Adversarial Network (TP-GAN), for photorealistic frontal
view synthesis via considering the inference of global structure
and the transformation of local texture, respectively.

Directly extract pose-invariant features from non-frontal
face images. The second group focuses on learning a pose-
invariant representation directly from non-frontal face images
through either one joint model or multiple pose-specific mod-
els. There are a lot of algorithms using one joint model. For ex-
ample, Random faces guided sparse many-to-one encoder (RF-
SME) (Zhang et al., 2013) used a sparse many-to-one encoder
to extract discriminative features. Xu et al. (2017b) proposed
a 3D-aided 2D face recognition system. Peng et al. (2017) de-
signed a reconstruction loss to regularize identity feature learn-
ing and adopted a data driven synthesis strategy to enrich the
diversity of poses. Lu et al. (2017a) used a joint model to make
the identity metrics more pose-robust for face verification by
mitigating the information contained in the pose verification
task. Amounts of methods with more than one pose-specific
models are also designed. Almageed et al. (2016) and Masi
et al. (2016a) built multiple DCNN models to deal with pose
variations. Zhao et al. (2018c) incorporated a simulator (3D
Morphable Model) to obtain shape and appearance prior and
leveraged a global local GAN to enhance the realism of both
global structures and local details of the face simulators output,
while preserving the identity information.
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Table 11. Overview of deep learning methods for handling pose variations.

Algorithm Model Description

Kan et al. (2014) SAE Stacked progressive AE; Transform faces from non-frontal to frontal progressively
Hu et al. (2017b) DNN Transform non-frontal faces into frontal by learning displacement field
FIP (Zhu et al., 2013) AE-like Reconstruct corresponding face under frontal-view
MVP (Zhu et al., 2014a) CNN Rotate a face with any pose to a target pose
CPF Yim et al. (2015) DNN Rotate the arbitrary pose face into several target pose faces

Cao et al. (2018c) CNN
Formulate a Deep Residual EquivAriant Mapping block to transform a profile face
representation to a canonical pose that simplifies recognition

FF-GAN (Yin et al., 2017) GAN
Handle pose variations at extreme poses by incorporating elements from deep 3DMM and
FR CNNs to achieve high-quality and identity-preserving frontalization

TP-GAN (Huang et al., 2017) GAN Present a global and local perception GAN framework for frontal view synthesis
RF-SME (Zhang et al., 2013) SME Extract pose-invariant feature using an sparse many-to-one encoder framework
Seo et al. (2015) CNN 4 tasks; Two is used to minimize intra-pose variation and preserve pose continuity
Xu et al. (2017b) DNN 3D-aided 2D FR system; Robust to pose variations as large as 90◦

Peng et al. (2017) DNN
Learn reconstruction-based pose-invariant feature without extensive pose coverage in
training data

Lu et al. (2017a) CNN
A joint model for face and pose verification tasks; Explicitly discourage the information
sharing between pose and identity verification metrics

Almageed et al. (2016) CNN Multiple pose-aware DCNN models reducing sensitivity to pose variations
Masi et al. (2016a) CNN Use multiple pose-specific models and render face images to handle pose variation
Zhao et al. (2018c) A 3D-aided model which automatically recovers realistic frontal faces from arbitrary poses
Yin and Liu (2018) CNN A pose-directed multi-task CNN; Group poses to learn pose-specific identity feature
DR-GAN (Tran et al., 2017) GAN Jointly merge face frontalization and pose-invariant identity representation learning

PIM (Zhao et al., 2018b) GAN+CNN
Jointly learn face frontalization and pose invariant representations end-to-end to allow them
to mutually boost each other

PAM (Masi et al., 2019a) CNN
Trains multiple Pose-Aware Models and effectively exploits these models when matching
images with faces appearing in different poses

Lin and Fan (2011) DBN Deal with the non-linearity caused by pose variations
Grm et al. (2016) CNN PISI; Use a DPSL strategy to handle large pose variations

UV-GAN Deng et al. (2018a) GAN
Increase pose variations for training deep FV models; Minimizes pose discrepancy during
testing by attaching the completed UV to the fitted mesh and generating instances of
arbitrary poses

Perform both strategies jointly. Actually, it is more de-
sirable to perform both tasks jointly to allow them to benefit
from each other. Tran et al. (2017) merged and leveraged these
two categories through a Disentangled Representation learning-
GAN (DR-GAN) to handle the pose challenge. Zhao et al.
(2018b) proposed a Pose Invariant Model (PIM) to jointly learn
face frontalization and pose invariant representations end-to-
end to allow them to mutually boost each other. Pose-Aware
Models (PAM)(Masi et al., 2019a) was designed to explicitly
tackle pose variations via processing a face image using several
pose-specific, deep CNNs. And 3D rendering is used to synthe-
size multiple face poses from input images to both train these
models and to provide additional robustness to pose variations
in testing.

Other strategies. Contrary to these three categories, several
methods adopted different strategies. Lin and Fan (2011) used
a DBN to deal with the nonlinearity caused by pose variations
or low resolution by learning the relationship between high
resolution (HR) manifold and low resolution (LR) manifold.
Pose-Invariant Similarity Index (PISI) model (Grm et al., 2016)
adopted a deep pair-wise similarity learning strategy (DPSL).
It takes two grayscale facial images with different poses as in-
put and outputs a similarity index. A value of index close to 1
indicates that the input image pair represents the same subject,

while a value close to 0 indicates different subjects. Deng et al.
(2018a) proposed a UV-GAN. First, it trains DCNN to complete
the facial UV map extracted from in-the-wild images. To this
end, it gathers complete UV maps by fitting a 3D Morphable
Model (3DMM) to various multiview image and video datasets.
And then it combines local and global adversarial DCNNs to
learn an identity-preserving facial UV completion model.

3.1.2. Cross-Age
Cross-age face recognition has remained a popular research

topic as most regular facial recognition systems could fail in
dealing with facial changes through aging, yet it still lacks suf-
ficiently reliable solutions. Since facial appearance is subject
to significant intra-class variations caused by the sophisticated
aging process which poses different nonlinear effects on differ-
ent individuals over time, age-invariant face recognition (AIFR)
remains a major challenge in face recognition community (Guo
et al., 2010). The appearance of a human face changes sub-
stantially over time, resulting in significant intra-class varia-
tions. The appearance changes can be different in different age
groups.

Recently, deep learning has been applied to cross-age face
recognition problem (as shown in Table 12). Existing methods
can be grouped into four categories: (1) directly extracting age-
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Table 12. Overview of deep learning methods for cross-age face recognition.

Algorithm Model Description

Li et al. (2015b) CNN Deep joint metric learning framework to learn age-invariant features
Wen et al. (2016a) CNN A latent factor guided CNN; Construct latent identity analysis module to help extract age-invariant feature

Zheng et al. (2017a) CNN
An age estimation task guided CNN; Learn age-invariant features on training data with age label and
identity label

Xu et al. (2017a) AE Coupled AE networks to handle age-invariant FR and retrieval problem
Wang et al. (2017d) CNN Cross-age FV by setting FV as primary learning task and age estimation as auxiliary learning task
Bianco (2017) CNN A feature injection layer; Further improve the discriminative power
Li et al. (2018c) CNN Present a distance metric optimization driven learning approach integrating traditional steps via DCNN
Wang et al. (2018d) CNN Propose an Orthogonal Embedding CNNs (OE-CNNs) to learn age-invariant deep face features
Li et al. (2018a) CNN Propose an age-related factor guided joint task modeling convolutional neural networks

Antipov et al. (2017b) GAN
Age-cGAN; Synthesize aging/rejuvenation of the input face images to some predefined age categories to
handle age variant

Antipov et al. (2017a) GAN Resolve the issue that Age-cGAN cannot be directly used for improving face verification
Zhao et al. (2018a) GAN Propose a deep Age-Invariant Model (AIM) for face recognition in the wild

invariant features for recognition, (2) synthesizing a face that
matches target age before feature extraction, and (3) performing
both tasks jointly.

Directly extract age-invariant features. A lot of meth-
ods (Li et al., 2015b; Wen et al., 2016a; Zheng et al., 2017a;
Xu et al., 2017a) tried to directly learn age-invariant features
using various deep neural networks, e.g., CNN and AE. Li
et al. (2015b) designed a deep joint metric learning framework
to learn age-invariant features. A latent factor guided CNN
(Wen et al., 2016a) constructed latent identity analysis mod-
ule to help extract age-invariant features. Zheng et al. (2017a)
used an age estimation task guided CNN to learn age-invariant
features on training data with the age labels and identity la-
bels. Xu et al. (2017a) adopted a coupled AE network to han-
dle age-invariant FR problem. Wang et al. (2017d) proposed a
multi-task deep neural network architecture for cross-age face
verification, which can effectively balance feature sharing and
feature exclusion between face verification and age estimation,
by exploiting an intrinsic, shared low-dimensional representa-
tion. Bianco (2017) proposed a deep CNN architecture to han-
dle large age-gap face verification by adding a feature injection
layer which can injects externally computed features into the
deepest layers in the network. The discriminative power of the
network is further improved. Li et al. (2018c) proposed a dis-
tance metric optimization driven learning approach for age in-
variant face recognition. Wang et al. (2018d) designed a deep
learning method to learn age-invariant components from fea-
tures by decomposing face features into age-related and iden-
tity related components, where the identity-related component
is used for FR. Li et al. (2018a) proposed an age-related factor
guided joint task modeling CNNs, which combines an identity
discrimination network with an age discrimination network that
shares the same feature layers. By alternatively training the fu-
sion networks and the combined factor model, the cross-age
identity features and cross-identity age features can be effec-
tively separated with high inter-class distension and intra-class
compactness.

Synthesize a face that matches target age before feature
extraction. Some methods tried to handle the cross-age prob-

lem by synthesizing a target-matching age face before feature
extraction. For example, Antipov et al. (2017b) proposed an
Age-cGAN aging/ rejuvenation method, allowing to synthe-
size more plausible and realistic faces than alternative non-
generative methods. Based on Age-cGAN, Local Manifold
Adaptation (LMA) approach (Antipov et al., 2017a) was then
proposed to address the problem when the Age-cGAN cannot
be directly used.

Perform both strategies jointly. There are some methods
that perform both tasks jointly. Zhao et al. (2018a) used an
unified deep architecture jointly learning disentangled identity
representations that are invariant to age and performing pho-
torealistic cross-age face image synthesis that can highlight an
important latent representation.

3.1.3. Illumination Changes
Illumination changes (as shown in Fig.6 (b)) may cause huge

differences of facial shading or shadow from varying directions
or energy distributions of the ambient lighting, together with the
3D structure of faces. Lighting condition is one of the big fac-
tors for facial appearance changes and recognition performance
degradation. It is possible that the difference between two im-
ages of the same person taken under varying illuminations to
be greater than the difference between images of two different
persons under the same illumination. Table 13 gives a brief
overview of deep learning methods for handling illumination
changes. Thakare and Thakare (2011) used a fuzzy-neural net-
work to deal with depth information of face images for feature
matching. Face Identity-Preserving (Zhu et al., 2013), Multi-
View Perceptron (Zhu et al., 2014a) and Controlled Pose Fea-
ture (Yim et al., 2015) are three methods that can be used to
handle both pose variations and illumination changes. Choi
et al. (2016) used a DCNN model to eliminate the illumina-
tion effect and maximize the discriminative power for feature
representation.

3.1.4. Partial Face Images
The unavailability of the whole faces (as shown in Fig. 6

(d)) is another challenge in an unconstrained environment. Par-
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Table 13. Overview of deep learning methods for dealing with illumination changes.

Algorithm Model Description

Thakare and Thakare (2011) FNN Use the normalized depth map of 3D face data to handle illumination changes
FIP (Zhu et al., 2013) AE-like Reconstruct corresponding face under neutral light
MVP (Zhu et al., 2014a) CNN Rotate a face with any pose and illumination to a target pose
CPF (Yim et al., 2015) DNN Rotate the arbitrary pose, illumination face into several target pose faces
Choi et al. (2016) CNN Illumination-reduced feature learning method to eliminate illumination effect

tial face images occur when a face is: (1) occluded by ob-
jects such as faces of other individuals, sunglasses, hats, beard,
masks or scarves; (2) captured in various poses without user
awareness; 3) positioned partially out of the camera’s filed of
view. Partial face recognition (PFR) has become an emerging
problem with increasing requirements for identification from
CCTV cameras and embedded vision systems in mobile de-
vices, robots and smart home facilities. However, PFR is chal-
lenging, without a solution from traditional face recognition ap-
proaches. Trigueros et al. (2017) proposed a method to find out
which parts of the face are more important to achieve a high
recognition rate, and used that information during training to
force the CNN to learn discriminative features from all face re-
gions, including those that typical approaches tend to pay less
attention to.

Most existing deep learning based face recognition algo-
rithms require fixed-size face images as inputs. In order to
match the size, most of them usually re-scale the original
images to a fixed-size. However, the performance of these
methods could be affected by the undesired geometric defor-
mation. So several methods are proposed to directly handle
arbitrary-size input images. He et al. (2016b) proposed a Multi-
Scale Region-based Convolutional Neural Network (MR-CNN)
model which extracts features of each sub-region of a partial
face and does partial face recognition using region-to-region
matching. He et al. (2018a) introduced a Dynamic Feature
Matching (DFM) method. It applies a Fully Convolutional Net-
work (FCN) to extract spatial feature maps of given gallery and
probe faces, and then decomposes the gallery feature maps into
several gallery sub-feature maps by setting up a sliding window
with the same size as the probe feature maps. In the end, it does
alignment-free dynamic feature matching via Sparse Represen-
tation Classification (SRC).

3.1.5. Facial Makeup
Nowadays people are more likely to enhance their facial at-

tractiveness by using the makeup. They can easily smooth face
skin, change the shape of eyebrows, accentuate eye regions, al-
ter lip colour, and so on, with appropriate cosmetic products,
to hide facial flaws and improve the perceived attractiveness.
However, these operations bring about remarkable facial ap-
pearance changes as exhibited in Fig.6 (f), resulting in both
global and local appearance discrepancies between makeup and
non-makeup face images.

Most of the existing face verification methods rely much on
the various cues and information captured by the effective ap-
pearance features. These methods inherently lack robustness
over the application of makeup that is non-permanent as well

as miscellaneous, and challenge the face recognition perfor-
mance (Guo et al., 2014; Zheng and Guo, 2016). Recently, Li
et al. (2018b) proposed a bi-level adversarial network (BLAN)
to settle the makeup-invariant face verification problem via a
learning from generation framework. This framework simulta-
neously considers makeup removal and face verification, and is
implemented by an end-to-end two adversarial networks, with
one in pixel level for reconstructing appealing facial images,
and the other in feature level for preserving the identity infor-
mation.

3.1.6. Facial Expression Variations
Facial expression changes (as shown in Fig. 6 (c)) may im-

pose difficulties for face recognition too. Facial deformations
with expressions can change the appearance. Researchers have
used deep learning methods to address the expression problems.
For example, Pathirage et al. (2015) proposed a stacked denois-
ing autoencoder for expression-robust feature acquisition. It
exploits contributions of different color components in differ-
ent local face regions by recovering the neutral expression from
various other expressions, and processes the faces with dynamic
expressions progressively. Liu et al. (2016a) fused 2D images
of a face and motion history images (MHIs), which are gener-
ated from the same subject’s image sequences with expressions
to do face recognition.

3.1.7. Mixed Variations
Deep learning methods are good at dealing with nonlinear

variations in face images and making the extracted features
more discriminative. Rather than focusing on one specific vari-
ation, there are a number of methods proposed, as shown in
Table 14, to address multiple mixed challenges, e.g., pose, illu-
mination, expressions, age.

Pose+Illumination. FIP (Zhu et al., 2013), MVP (Zhu et al.,
2014a) and CPF (Yim et al., 2015) were proposed to deal with
pose and illumination problems, by rotating a face with any
pose and illumination to a canonical view. Wu and Deng (2016)
used a simplified architecture of the one proposed in CPF. Un-
like FIP which only has a normalization task, CPF introduced
an auxiliary reconstruction task that reconstructs the original in-
put image from the output of the normalization task, to improve
the identity-preserving ability of the DNN. The idea is that the
output of normalization task should be identity-preserving and
contains sufficient information of the identity to reconstruct the
input image.

Pose+Expression. Deep Discriminant Analysis (DDA) Nets
(Pathirage et al., 2016), can learn dynamic data adaptive fea-
tures used for various problems such as face pose and expres-



22

Table 14. Overview of deep learning methods for handling mixed variations.

Algorithm Model Description

FIP (Zhu et al., 2013) AE-like Reconstruct corresponding face under frontal-view and neural light
MVP (Zhu et al., 2014a) CNN Rotate a face with any pose, illumination to a target pose
CPF (Yim et al., 2015) DNN Rotate the arbitrary pose, illumination face into several target pose faces
Wu and Deng (2016) DNN Build a pose, illumination normalization NN with much less training data
DDA (Pathirage et al., 2016) AE Learn dynamic data adaptive features used for pose, expression domains

Li et al. (2015a) CNN
Tree-structure Kernel Adaptive CNN to disentangle irrelevant non-rigid appearance variations
of viewpoint and expression changes

Ding and Tao (2015) CNNs+SAE Jointly learn face representation with pose, illumination, expression issues
Yin and Liu (2018) CNN A multi-task CNN for pose, illumination, expression (PIE) estimations

Sun et al. (2014a) CNN
Extract deep identification-verification features with various face regions and resolutions;
Handle pose, illumination, expression, ages, occlusion challenges

Zhu et al. (2014b) CNN Directly transform original images to canonial view handling multiple challenges
Hu et al. (2017b) DNN Deal with pose and other variations by learning the displacement field

sions. Li et al. (2015a) proposed a tree-structure Kernel Adap-
tive CNN to disentangle such irrelevant non-rigid appearance
variations of viewpoint and expression.

Pose+Illumination+Expression. Yin and Liu (2018) and
Ding and Tao (2015) proposed methods to handle pose, illu-
mination, and expression (PIE) changes. Ding and Tao (2015)
used a comprehensive deep learning framework to jointly learn
a face representation with pose, illumination and expression is-
sues.

Multiple Challenges There are also some deep models used
for overcoming multiple challenges. DeepID2 (Sun et al.,
2014a) can extract deep identification-verification features from
images with various face regions and resolutions to deal with
challenges including pose, illumination, expression, ages, oc-
clusions. Zhu et al. (2014b) proposed a deep learning frame-
work that can transform original images to a canonical view,
which can also deal with other challenges. Hu et al. (2017b)
used a deep network to deal with pose and other variations by
learning the displacement field.

3.2. Video-based Face Recognition (VFR)

Compared to still image-based face recognition (SIFR),
video-based face recognition (VFR) is significantly more chal-
lenging. Still-images are usually captured or framed under bet-
ter conditions. Even through videos offer a myriad of data for
face modeling, sampling, and recognition, the image quality
of video frames tends to be significantly lower and faces ex-
hibit much richer variations because the video acquisition may
be much less constrained. For example, subjects in videos are
usually mobile, resulting in serious motion blur, out-of-focus
blur, and a large range of pose variations. Furthermore, surveil-
lance and mobile cameras are often low-cost (and therefore
low-quality) devices, which further exacerbates problems with
video frames.

Recent advances in face recognition have tended to ignore the
peculiarities of videos when extending techniques from SIFR to
VFR (Schroff et al., 2015; Sun et al., 2015b; Parkhi et al., 2015;
Li and Hua, 2015). On one hand, a major difficulty in VFR,
such as severe image blur, is largely unsolved (Beveridge et al.,
2015). One important reason is that large amounts of real-world

video training data are still lacking, and existing still image
databases are usually blur-free. On the other hand, although
pose variations and occlusion are partially solved in SIFR by
ensemble modelling (Sun et al., 2015b; Liu et al., 2015), the
strategy may not be directly extended to VFR.

However, due to the increasing number of CCTV cameras
installed and the easy availability of video recordings, an enor-
mous quantity of videos are constantly being captured. Com-
pared to still face images, videos usually contain more infor-
mation, e.g., temporal and multi-view information. The ubiq-
uity of videos offers society far-reaching benefits in terms of
security and law enforcement. It is highly desirable to build
surveillance systems coupled with face recognition techniques
to automatically identify subjects of interest. VFR has emerged
as a more and more important research topic. Unfortunately,
the majority of existing face recognition literature focuses on
matching of still images, and VFR research is still in its infancy.
Even though, a few algorithms have been developed to utilize
varying approaches, ranging from frame by frame matching to
advanced deep learning architectures. The key issue is to build
an appropriate visual representation of the video faces, such
that it can effectively integrate the information across differ-
ent frames together. Table 15 gives an overview of VFR mod-
els, which can be divided into two groups: (1) Methods that
performed on images can be used on videos; (2) Methods that
specially targeted for VFR.

Methods that performed on images can do videos also.
While image-based face recognition has been studied exten-
sively, many deep learning approaches can perform both image
and video based face recognition, such as DDML (Hu et al.,
2014), DeepFace (Taigman et al., 2014), DeepID2+ (Sun et al.,
2015b), FaceNet (Schroff et al., 2015), Light CNN (Wu et al.,
2015), VGGFace (Parkhi et al., 2015), etc. He et al. (2015b)
proposed a predictable hash code algorithm to map face sam-
ples (images or video) in the original feature space to the Ham-
ming space.

Methods that specially targeted for VFR. There exists a
few methods specially targeted VFR. Zou et al. (2012) proposed
an unsupervised learning method for learning invariant features
from videos using a temporal slowness principle. Parchami
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Table 15. Overview of deep learning methods for video based face recognition.

Algorithm Model Description

DDML (Hu et al., 2014) DNN Present a new discriminative deep metric learning (DDML) method
DeepFace (Taigman et al., 2014) CNN Use 3D face modeling to apply piecewise affine tranformation to get features
DeepID2+ (Sun et al., 2015b) CNN Combine verification+identification loss to get discriminative feature

FaceNet (Schroff et al., 2015) CNN
An end-to-end system; Map face to a compact Euclidean space where distances directly
correspond to a measure of face similarity

Light CNN (Wu et al., 2015) CNN Light CNN with reduced parameters & time to learn 256-D embedding
VGGFace (Parkhi et al., 2015) CNN Combine the very deep convolution neural network
He et al. (2015b) CNN A predictable hash code algorithm; map face samples in original space to Hamming space

Zou et al. (2012) CNN
An unsupervised learning algorithm for learning invariant features from video using the
temporal slowness principle

Parchami et al. (2017a) CNN Extract discriminative embedding of still ROI and compared with ROIs of video
Sohn et al. (2017) CNN Feature-level domain adaptation approach to learn domain-invariant features
ASML (Hu et al., 2017c) CNN Measure the statistical characteristics of image sets for VFR

Rao et al. (2017a) GAN-like
Integrate information from video frames effectively and efficiently by combining metric
learning and adversarial learning

Rao et al. (2017b) CNN
An attention-aware deep reinforcement learning framework; Seek the focuses of attention
in video

Goswami et al. (2014) SDAE+DBM Automatic memorability based frame selection algorithm for feature extraction
Goswami et al. (2017) SDAE+DBM Get feature-rich frames by discrete wavelet transform& entropy computation
Dong et al. (2016) CNN An input aggregated network; learn fixed-length representations for variable length videos
Yang et al. (2017a) CNN Build an attention based model to aggregate features of video frames

Wang et al. (2017b) CNN
A framework with triplet loss to identify few suspects from the crowd in real time for
public video surveillance

Wang et al. (2017e) DNN A method for face recognition in real-world surveillance videos

Grundström (2015) CNN
Focus on real-time VFR using two feature types: local feature representations around
landmark points and deep representations extracted from CNN

Ding and Tao (2018) CNN
Use training data composed of both still images and artificially blurred data to learn
blur-insensitive features

Liu et al. (2018c) CNN
Resorts to actor-critic reinforcement learning for sequential attention decision of each
image embedding

Kim et al. (2018) CNN Take advantage of face and body association (FBA) for VFR
Sharma et al. (2016) DBN Use Generalized mean Deep Learning Neural Network

et al. (2017a) proposed a CNN based method to extract discrim-
inative embeddings of still regions of interest (ROI) and then
compare with regions of interests (ROIs) in videos. Sohn et al.
(2017) proposed an image to video feature-level domain adap-
tation approach to learn some domain-invariant discriminative
representations for VFR. It uses a pre-trained face recognition
engine on labeled still images to extract discriminative infor-
mation, adapts them to video domain by synthetic data aug-
mentation and then learns a domain-invariant feature through
a domain adversarial discriminator. ASML (Hu et al., 2017c)
is an Attention-Set based Metric Learning method proposed to
measure the statistical characteristics of image sets for VFR.

Generally speaking, existing algorithms (Rao et al., 2017a,b;
Goswami et al., 2014, 2017) either select a small number of
frames from all available frames, or use all frames to extract
information-rich features. Dong et al. (2016) and Yang et al.
(2017a) proposed a representation with a compact, fixed-size
visual representation for video faces, irrespective of the var-
ied lengths of video clips. Wang et al. (2017b), Wang et al.
(2017e) and Grundström (2015) proposed methods to handle
real-world or real-time video surveillance. Wang et al. (2017b)
built a DCNN framework with a triplet supervisory signal to
identify few suspects from the crowd in real time for public

video surveillance. Wang et al. (2017e) proposed a method
for face recognition in real-world surveillance videos by con-
structing a face dataset and fine-tuning the VGGFace model
(Parkhi et al., 2015). Grundström (2015) focused on real-time
video face recognition using two distinct feature types: local
feature representations around landmark points and deep rep-
resentations extracted from CNN. Ding and Tao (2018) pro-
posed a Trunk-Branch Ensemble CNN model (TBE-CNN) to
efficiently extract blur-robust representations of the holistic face
image and facial components by sharing the low- and middle-
level layers of different CNNs. Liu et al. (2018c) presented
a dependency-aware attention control (DAC) network, which
resorts to actor-critic reinforcement learning for sequential at-
tention decision of each image embedding to fully exploit the
rich correlation cues among the unordered images. Kim et al.
(2018) generated a more robust face representation to associate
the annotated face in multiple shots and scenes by using jointly
the information coming from new, detected faces along with the
body appearance.

3.3. Heterogeneous Face Recognition

Heterogeneous face recognition (HFR), aka. cross-modality
face recognition, is the problem of matching faces across dif-
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Table 16. Overview of deep learning methods for generative heterogeneous face recognition.

Algorithm Model Description

Srivastava and Salakhutdinov (2012) DBM
A generative model; Extract an unified representation with multiple modalities;
Then fuse the features together

Ding and Tao (2015) CNNs+SAE
Use CNNs to extract complementary facial features from multimodal data; Features
are concatenated to form a high-dimensional feature

Yi et al. (2015) RBMs
Extract Gabor features at localized facial points; Use RBMs to learn shared
representations locally and connected together

Saxena and Verbeek (2016) CNN
Explore different metric learning strategies to reduce discrepancies between
different modalities

Kan et al. (2016) Deep Net
A multi-view deep network including view-specific sub-network (removing
view-specific variations) and common sub-network (finding common representation
shared by all views)

Song et al. (2017) GAN
An adversarial discriminative feature learning framework to close the gap between
sensing patterns of different face modalities on both raw-pixel space and compact
feature space

DA-JL (Cao et al., 2018b) CNN
A data augmentation-based joint learning approach to mutually transform the
cross-modality differences by incorporating synthesized images into learning process

Peng et al. (2019) CNN
A deep local descriptor learning framework; Directly learn deep local descriptor
from raw local facial patches

MC-CNN (Deng et al., 2019) CNN Mutual Component CNN; modal-invariant framework without massive data
Riggan et al. (2015) AE A coupled AEs for learning a target-to-source image representation

Zhang et al. (2017b) GAN+CNN
Combine the generative capacity of conditional GAN and the discriminative feature
extraction of DCNN for crossmodality learning

Cao et al. (2018a) GAN
An asymmetric joint learning (AJL) method to transform the cross-modality
differences mutually by incorporating the synthesized images into learning process

Wu et al. (2017b) CNN
A coupled DL approach; Transform HFR problem into homogeneous face matching
problem by seeking a shared feature space

Wu et al. (2018b) CNN
Proposed a coupled deep learning (CDL) approach to seek a shared feature space in
which the heterogeneous face matching problem can be approximately treated as a
homogeneous face matching problem

Liu et al. (2018a) CNN
A deep face attributes guided representation based method (DAG-HFR) to directly
map face images in heterogeneous scenarios to a compact common space

Fig. 7. Some face example: (a) 3D-VIS, (b) NIR-VIS, (c) Sketch-Photo.

ferent modalities such as between the visible and near-infrared
images. Guo (2014) presented several specific HFR problems,
including visible light image (VIS) vs. 3D (Fig.7 (a)), VIS vs.
Near Infrared image (NIR) (Fig.7 (b)), VIS vs. Sketch (Fig.7
(c)), VIS vs. Video, Cross-resolution, ID vs. Selfie, etc.

HFR has become important due to its wider range of prac-
tical applications in surveillance, authentication, law enforce-
ment, and forensic verification. Nevertheless, HFR poses a va-

riety of serious challenges beyond conventional homogeneous
face recognition. The main challenges lie in the large modality
discrepancy, such as comparing single versus multi-channel im-
agery, linear and non-linear variations in intensity value due to
different specular reflection properties, different coordinate sys-
tems, reduction of appearance detail, non-rigid distortion pre-
venting alignment (Ouyang et al., 2016a), etc., and insufficient
training samples.

To reduce the gap between sensing patterns of different face
modalities, a wide variety of approaches have been proposed.
More recently, deep learning based approaches have emerged
as potentially viable techniques to tackle the cross-domain face
recognition problem by learning a common latent embedding
between the two modalities. The primary approaches are to ex-
tract common latent features between different modalities, so
that a classifier trained on one modality may generalize to an-
other. Table 16 gives an overview of generative HFR methods
used for multiple scenarios of face matching between differ-
ent modalities. In the following subsections, several typical
deep learning based HFR problems are discussed, e,g., Still-
to-Video, NIR-VIS, Sketch-Photo, Cross-resolution, 3D based,
ID-Selfie. The paper distribution can be seen in Fig. 4 (e).

Existing generative HFR methods (shown in Table 16) could
be classified into three categories: (1) Feature descriptor based
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methods, (2) Synthesis based methods and (3) Common space
projection based methods. Feature descriptor based methods
aim to directly extract modality invariant features for recogni-
tion (Ding and Tao, 2015; Yi et al., 2015; Saxena and Verbeek,
2016; Kan et al., 2016; Song et al., 2017; Cao et al., 2018b;
Peng et al., 2019; Deng et al., 2019). Synthesis based meth-
ods firstly transform images in one modality to another, which
would make these images as homogeneous scenarios, and then
conventional homogeneous face recognition methods could be
directly utilized (Riggan et al., 2015; Zhang et al., 2017b; Cao
et al., 2018a). Common space methods attempt to project het-
erogeneous face images into a latent common space where the
probe image and the gallery images could be matched directly
(Wu et al., 2017b, 2018b; Liu et al., 2018a).

3.3.1. Still-to-Video Face Recognition
Still-to-video (S2V) face recognition has real-world applica-

tions. Usually, the gallery set has higher resolution still images,
while the probe is video clips with lower resolutions. Zhu et al.
(2015b) addressed the S2V face recognition problem as a het-
erogeneous face matching and developed a domain adaptation
method for S2V. Recently, some deep methods (see Table 17)
have been proposed to bridge the gap between these two modal-
ities. Existing still-to-video face recognition methods mainly
contains four categories. (1) Feature descriptor based meth-
ods. Zhu and Guo (2016) did S2V face recognition with DCNN
where face gallery is formed by a few still face images, and
the query is video clips. Lin et al. (2017a) presented a pair-
wise similarity measure and unified it with feature representa-
tion learning via DCNN to handle S2V problem. (2) Synthesis
based methods. For example, Parchami et al. (2017b) proposed
an efficient Canonical Face Representation CNN (CFR-CNN)
for S2V face recognition. It uses a supervised autoencoder net-
work to generate canonical face representations from video re-
gions of interest. (3) Common space projection based meth-
ods. Bao et al. (2017) transferred still and video face images
to an Euclidean space, and adopted Euclidean metrics to mea-
sure the distance between still and video images. (4) Others.
Savchenko and Belova (2017) addressed S2V face recognition
for the small sample size problem using a statistical recognition
method, which casts S2V into a Maximum A Posteriori estima-
tion.

3.3.2. NIR-VIS Face Recognition
Infrared spectra have different regions: (1) reflection dom-

inated region contains near infrared (NIR) and short-wave in-
frared (SWIR) bands; (2) emission dominated thermal region
consists of mid-wave infrared (MWIR) and long-wave infra-red
(LWIR) bands (Kong et al., 2005). The main advantage of ther-
mal imaging is the acquisition in low light conditions where
the visible light cameras cannot work. NIR images are close
enough to the visible light spectrum to capture the structure of
the face, while simultaneously being far enough to be invariant
to visible light illumination changes. It offers the potential for
face recognition where controlling the visible environment light
is difficult or impossible, such as in night-time surveillance or
automated gate control.

Recently, the problem of matching thermal probe face im-
ages against visible light image has attracted an increasing at-
tention because of its much desired attribute of illumination in-
variance, and the decreasing cost of NIR acquisition devices.
More and more deep learning based methods have been pro-
posed to handle this problem as shown in Table 18. Traditional
thermal to visible face verification methods first extract features
from the visible and thermal images and then verify the identity
based on the extracted features. Existing approaches attempt
to tackle NIR-VIS face recognition using three strategies: (1)
projecting heterogeneous data onto a common latent space for
cross-modal matching, (2) extracting domain-invariant features
from these modalities, and (3) synthesizing visible faces from
NIR faces.

Projection based approaches. Reale et al. (2016) used
coupled deep convolutional neural networks to map VIS and
NIR faces into a domain independent, latent feature space in
which two types of features can be compared directly. He et al.
(2018b) mapped both NIR and VIS images to a compact Eu-
clidean feature space and learned invariant features too. Wu
et al. (2018a) explored an disentangled latent variable space to
model NIR and VIS representations with intrinsic identity in-
formation and its within-person variations, which effectively re-
duces the NIR and VIS domain discrepancy and alleviates over-
fitting. Coupled Deep Convolutional Neural Network (CpD-
CNN) (Iranmanesh et al., 2018) made full use of the polarimet-
ric thermal information and found global discriminative fea-
tures in a nonlinear embedding space to relate the polarimet-
ric thermal faces to their corresponding visible faces. Ghosh
et al. (2016) proposed an effective method to combine hand-
crafted and learned features for cross-resolution near infrared
face recognition.

Feature based approaches. Riggan et al. (2016a) exploited
the polarization state information of thermal emissions for po-
larimetric thermal-to-visible face recognition with a polarimet-
ric thermal imaging technique. Liu et al. (2016c) applied
the triplet loss to reduce intra-class variations among different
modalities as well as augment the number of training sample
pairs. Observation and results (Chen et al., 2012) demonstrated
that the appearance of a face is composed of identity informa-
tion and variation information (e.g., lighting, pose, and expres-
sion). Inspired by these observations, He et al. (2017) presented
a deep convolutional network to learn modality Invariant Deep
Representation (IDR) that contains the identity information of
both NIR and VIS face images via mapping both NIR and VIS
images to a compact Euclidean space. Lezama et al. (2017)
adopted a cross-spectral hallucination and low-rank embedding
to generate discriminative features for VIS and NIR face im-
ages. In order to close the sensing gap, Song et al. (2018) em-
ployed GAN with a two-path model to learn discriminative fea-
tures.

Synthesis based approaches. Unlike the above mentioned
traditional methods, synthesis-based thermal to visible face
recognition algorithms leverage the synthesized visible faces
for verification. Due to the success of CNNs and recently in-
troduced GANs in synthesizing realistic images, various deep
learning-based approaches have been proposed for thermal to
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Table 17. Overview of deep learning methods for S2V face recognition.

Algorithm Model Description

Zhu and Guo (2016) CNN Study the choice of different similarity measures for face matching
Lin et al. (2017a) CNN Present a pairwise similarity measure unified with feature learning
Parchami et al. (2017b) CNN+AE Supervised AE to generate canonical representations from video ROIs

Bao et al. (2017) CNN
Transfer still and video face images to an Euclidean space; Use Euclidean metrics to measure
the distance between still and video images

Savchenko and Belova (2017) CNN
Handle S2V for small sample size problem based on computation of distances between
high-dimensional deep bottleneck features

Table 18. Overview of deep learning methods for NIR-VIS face recognition.

Algorithm Model Description

Reale et al. (2016) CNN
Use coupled DCNN to map VIS & NIR faces into domain independent, latent feature
space in which two types of features are compared

Ghosh et al. (2016) SDAE+RBM Cross-resolution near infrared face identification without preprocessing or enhancement
He et al. (2018b) CNN Map NIR, VIS images to a compact Euclidean feature space to learn invariant features
Wu et al. (2018a) CNN Used the Disentangled Variational Representation (DVR) for cross-modal matching

Iranmanesh et al. (2018) CNN
Utilize both thermal and polarization state information to enhance the performance of a
cross-spectrum face recognition system

Riggan et al. (2016a) NN
A framework by exploiting the polarization state information of thermal emissions to
facilitate training of a discriminant classifier

Liu et al. (2016c) CNN
Apply triplet loss to reduce intra-class variations among different modalities as well
as augment the number of training sample pairs

He et al. (2017) DCNN
Learn an invariant deep representation by mapping both NIR and VIS images to a
compact Euclidean space

Lezama et al. (2017) CNN
Adopt a pre-trained VIS deep model (2 components: cross-spectral hallucination,
low-rank embedding) to generate discriminative features for VIS and NIR face images

Song et al. (2018) GAN
Uses cross-spectral face hallucination and discriminative feature learning to enhance
domain-invariant feature learning and modality independent noise removing

Sarfraz and Stiefelhagen (2017) DNN
Treat as a non-linear regression (perceptual mapping) directly between visible and
thermal data on the features

Zhang et al. (2018) GAN Utilize image transformation techniques to thermal query images;do VIS domain FR

Di et al. (2018) GAN+CNN
Uses the attributes extracted from visible image to synthesize attribute-preserved visible
image from input thermal image for cross-modal matching

CFC (He et al., 2019) GAN Models HR heterogeneous face synthesis as a complementary combination

visible face synthesis (Riggan et al., 2018). Riggan et al.
(2016b) and Zhang et al. (2017a) synthesized visible face im-
ages from thermal face images. One major advantage of these
synthesis methods is that given the synthesized visible face im-
ages, any VIS face recognition method trained on VIS face data
can be used to match the synthesized image to the enrolled VIS
images.

Deep Perceptual Mapping (DPM) (Sarfraz and Stiefelha-
gen, 2017) directly learned a mapping from visible features to
thermal or polarimetric features, or vice versa. Zhang et al.
(2018) proposed a Thermal-to-Visible Generative Adversarial
Network (TV-GAN) to transform thermal query face images
into their corresponding visible light domain (VLD) images.
The key point is that it can preserve sufficient identity informa-
tion during the transformation. However, due to self-occlusion
and sensing gap, NIR face images lose some visible lighting
contents so that they are always incomplete compared to VIS
face images. Di et al. (2018) proposed an Attribute Preserved
Generative Adversarial Network (AP-GAN) to extend VIS face
recognition methods to the NIR spectrum by synthesizing VIS

images from thermal images guided by the extracted attributes
from VIS image. He et al. (2019) proposed a GAN-based end-
to-end deep framework, named Cross-spectral Face Comple-
tion (CFC), for generating a frontal VIS image of a person’s
face given an input NIR face image without assembling mul-
tiple image patches. It decomposes the unsupervised hetero-
geneous synthesis problem into two complementary problems,
generating a texture inpainting component and a pose correc-
tion component.

The utilization of face synthesis methods from NIR to VIS
poses opportunities as well as new challenges. Current synthe-
sis results are less appealing in high-resolution due to two possi-
ble reasons. (1) Sensing gap. The sensory devices used to cap-
ture VIS and NIR face images are different and adopt different
settings so that the visual appearances (e.g., geometric, textural)
are significantly different, which leads to high intra-class varia-
tions and makes the high resolution synthesis of one spectrum
from another very difficult. (2) Pose difference between VIS
and NIR faces. Actually, VIS faces and NIR faces are often cap-
tured under different distances and environments, so it is hard to
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simultaneously capture the VIS faces and NIR faces under the
same pose. And pose variations often result in self-occlusion
so that the texture of a NIR face image may be incomplete. Be-
sides, the NIR-VIS datasets are usually in a small-scale, leading
to over-fitting potentially. Therefore, cross-spectral face rota-
tion is more challenging than face rotation in VIS domain.

3.3.3. Sketch Based Face Recognition (SBFR)
The problem of matching facial sketches to photos is com-

monly known as Sketch Based Face Recognition (SBFR). It
typically involves a gallery dataset of visible light images and
a probe dataset of facial sketches. According to the types of
sketches available, existing sketch based face recognition meth-
ods can be grouped to four categories: (1) methods based on
hand-drawn viewed sketch; (2) methods based on hand-drawn
semi-forensic sketch; (3) methods based on hand-drawn foren-
sic sketch; and (4) methods based on software-generated com-
posite sketch. Face recognition from viewed sketch has been
drawn much attention in the early time. Because the viewed
sketches are drawn through viewing the mug shot photo di-
rectly, viewed sketches and photos are quite similar in terms
of both the shape and texture.

Over the past decades, SBFR has been considered as an ef-
fective tool in law reinforcement to identify suspects by retriev-
ing their photos automatically from existing police databases.
In most cases, actual face photos of suspects are not available,
only hand-drawn or computer generated sketches, based on the
recollection of eyewitnesses as the clue. Therefore, an efficient
automatic sketch-photo FR system is needed to identify possi-
ble suspects.

However, SBFR problem is more challenging than the clas-
sical face recognition from the deep learning point of view.
The reasons behind this contains two aspects. (1) The het-
erogeneous nature of sketch and photo modalities. Most ex-
isting methods try to close the semantic gap between the two
domains. (2) The lack of large databases in order to avoid over-
fitting and local minima. For example, most current publicly
available sketch-photo datasets contain only a few number of
sketch-photo pairs. More importantly, there is only one sketch
per subject in most datasets making it difficult, and sometimes
impossible for the network to learn robust latent features (Galea
and Farrugia, 2017). As a result, many deep techniques utilize
relatively shallow model or train the network only on the photo
modality (Mittal et al., 2015).

Existing state-of-the-art approaches primarily focus on clos-
ing the semantic gap between the two domains by (1) transfer
learning, (2) designing effective similarity measures and (3) us-
ing facial attributes in conjunction with sketch. Transfer learn-
ing is often adopted as an effective technique for SBFR. Mit-
tal et al. (2015) presented a method to extract transfer learning
based representation. Galea and Farrugia (2017) applied the
transfer learning in a pre-trained face photo recognition system
to tune for sketch-photo matching. Designing effective similar-
ity measures is also an option. For example, Lin et al. (2017a)
proposed a pairwise similarity measure and unified it with fea-
ture representation learning.

Besides, because some facial attributes do not exist in sketch
and could be considered as the complementary information, us-

ing facial attributes in conjunction with sketch can be more ad-
vantageous. Moreover, some attributes such as wearing a hat
or eyeglasses can be utilized as an auxiliary information to nar-
row down the suspect in the databases more accurately. For ex-
ample, Iranmanesh et al. (2019) designed an Attribute-Assisted
DCNN to exploit the facial attributes and leverage the loss func-
tions from the facial attributes identification and face verifica-
tion tasks to learn rich discriminative features in a common
embedding subspace. Kazemi et al. (2018) designed a facial
attribute-guided Deep Coupled Convolutional Neural Network
(DCCNN) and adopted an attribute-centered loss to learn sev-
eral distinct centers in a shared embedding space.

In real-world applications, it is more practical to obtain mul-
tiple stylistic sketches rather than a single sketch for recogniz-
ing the suspect, such as clue from multiple eyewitnesses, coop-
eration with multiple forensic artists, etc.. Peng et al. (2018)
did a fundamental study on this challenging task. They de-
signed three specific scenarios with corresponding datasets to
mimic law enforcement investigation situations, carefully de-
fined evaluation protocols of proposed scenarios, and demon-
strated the benchmark performance, respectively, under the pro-
posed protocols.

3.3.4. Cross-Resolution Face Recognition
Low resolution (LR) face images such as those shown in

Fig.6 (e), captured by surveillance cameras, can degrade the
face recognition performance significantly. Some research
works have focused on the LR face recognition (LRFR) prob-
lem of matching LR probe face images to HR gallery images.
Matching low-resolution against high-resolution face images
has a clear importance under contemporary security consider-
ations. In practice, face images with a high resolution such as
mug-shots or passport photos in gallery need to be compared
against probe images with a low resolution captured by surveil-
lance cameras at a standoff distance. In this case, there is a
dimension mismatch between them. The simplest solution is to
up-scale the probe images, or down-sample the HR images, but
it is possible to do better.

Herrmann et al. (2017) did a comparison among three types
of high-resolution CNN frameworks, Microsoft’s residual ar-
chitecture (He et al., 2016a), Google’s inception architecture
(Schroff et al., 2015), and classical VGGFace architecture
(Parkhi et al., 2015). They found that the VGGFace performs
the best on low-resolution face image matching. In matching
across resolutions, existing deep learning approaches can be
categorized into synthesis based and projection-based. Synthe-
sis based method is to reconstruct the HR probe image from the
LR one by super-resolution (SR) techniques and use it for clas-
sification. Projection-based method is to simultaneously trans-
form the LR probe and corresponding HR gallery images into
a common feature subspace where the distance between them
is minimized. For example, Lu et al. (2018) proposed a deep
coupled ResNet (DCR) model for low resolution face recogni-
tion. The DCR model consists of one big trunk network and
two small branch networks. The trunk network is trained to
learn discriminant features shared by face images of different
resolutions. Two branch networks are trained to learn resolu-
tion specific coupled-mappings (CMs) so that HR gallery im-
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Table 19. Overview of deep learning methods for 3D face recognition.

Algorithm Model Description

Thakare and Thakare (2011) FNN
An efficient hybrid fuzzy neural network using the depth map to extract features and to
handle varying lighting effects

Lee et al. (2016) CNN
Verify and identify a subject from the colour and depth face images; Show higher accuracy
under harsh illumination environment or large head pose variation

Zulqarnain Gilani and Mian (2018) CNN
Trained on 3.1M 3D facial scans of 100K identities; Use color and depth images to achieve
more accurate recognition

Kim et al. (2017) CNN Only requires standard preprocessing; Does not involve complex feature extraction, matching
Jhuang et al. (2016) DBN Use PCL to estimate features and train a DBN model
Liu et al. (2017a) CNN Two deep CNNs based approach for Depth-to-RGB face recognition
Simón et al. (2016) CNN Tri-modal RGB-D-T based facial recognition

ages and LR probe images are projected to a space where their
distances are minimized. Since point-pairs in high resolution
(HR) manifold share the topology with the corresponding LR
manifold, Lin and Fan (2011) used a DBN to learn the relation-
ship between HR and LR manifolds by sending both HR and
LR images to a deep architecture.

3.3.5. 3D based Face Recognition
Deep learning based 2D face recognition with conventional

2D images has shown remarkable performance on some bench-
marks like LFW. Owning to the 2D projection nature of these
faces, such systems often exhibit high sensitivity to illumina-
tion, scale and pose. Furthermore, facial texture is not always
stable for identities as it can change with make up or other fac-
tors. The fast evolution of 3D sensors reveals a new path for
face recognition that could overcome the fundamental limita-
tions of 2D technologies since poses can be fully encoded and
illumination can be modeled. 3D information represents more
discriminative features by the virtue of increased dimensional-
ity (Mohammadzade and Hatzinakos, 2013). On the other hand,
3D face recognition has the potential to address these shortcom-
ings mentioned above. Many researchers have turned their fo-
cuses to 3D face recognition and made this research area a new
trend.

Choi et al. (2013) provided different strategies to address the
problem of face recognition from 3D data: (1) 1F-NF, explored
earlier, is to match each individual frame to a set of reference
frames. (2) 1F-3D, is to replace the set of reference frames by
a 3D model resulting from the integration of individual frames.
(3) 3D-3D, is to use a 3D face model inferred from multiple
frames as the input probe. The first strategy can be treated as
2D-2D matching. The third one, 3D-3D face matching, has
been of interest for some time. However, it is hampered in
practice by the complication and cost of 3D compared to 2D
equipment. Matching 3D models generally is more computa-
tional resource demanding and incurs a relatively higher cost
(labor and hardware) in data acquisition.

The second one is a 2D-3D HFR problem by using 3D im-
ages for enrollment, and 2D images for probes. This is useful,
for example, in access control where enrollment is centralized
(and 3D images are easy to obtain), but the access gate can
be deployed with simpler and cheaper 2D equipment. In this
case, 2D probe images can potentially be matched more reliably

against the 3D enrollment model than a 2D enrollment image if
the cross-domain matching problem can be solved effectively.
A second motivation for 2D-3D HFR indirectly arises in the
situation where pose-invariant 2D-2D matching is desired. In
this case the faces can be dramatically out of correspondence,
so it may be beneficial to project one face to 3D in order to bet-
ter reason about alignment, or synthesize a better aligned or lit
image for a better matching.

The RGB-D cameras usually provide synchronized images of
both color and depth. The color image characterizes the appear-
ance and texture information of a face, while the depth image
provides the distance of each pixel from the camera, represent-
ing the face geometry to a certain degree. With the advances of
3D sensors, e.g., Kinect, and point cloud library (PCL) (Rusu
and Cousins, 2011), the information of geometric coordinates
of real-world objects can be easily collected, and more three-
dimensional volume data (as shown in Fig.7 (a)) can be pro-
cessed to mitigate the problem associated with 2D images.

In recent years, some researches have focused on face recog-
nition using 3D facial surface and shape. A brief overview of
the methods is given in Table 19. Face recognition methods
(Thakare and Thakare, 2011; Lee et al., 2016; Zulqarnain Gi-
lani and Mian, 2018) with RGB-D images utilize two comple-
mentary types of image data, i.e., color and depth images, to
achieve a more accurate recognition. Kim et al. (2017) pro-
posed a 3D face recognition model which only requires stan-
dard preprocessing, including a nose tip detection and Iterative
Closest Point (ICP) (Castellani and Bartoli, 2012), while does
not involve complex feature extraction and matching. Jhuang
et al. (2016) proposed a 3D face verification method via the fea-
tures from depth information to train a generative model. Point
cloud library was adopted to estimate features, which were then
fed into a DBN to train the model. Liu et al. (2017a) proposed a
two deep CNNs based approach for Depth-to-RGB face recog-
nition. Simón et al. (2016) applied deep CNNs to the tri-modal
RGB-D-T based facial recognition problem. The result shows
that, in most cases, using such three modalities provides a bet-
ter identification performance than an isolated or bi-modal ap-
proach.

Although 3D face recognition has advantages over its 2D
counterpart, it has not yet been fully benefited from the recent
developments in deep learning, due to the unavailability of large
training sets as well as large test datasets. Besides, the high cost
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of specialized 3D sensors limits their use in practical applica-
tions.

3.3.6. ID-Selfie Face Recognition
Identity verification plays an important role in our daily lives.

Numerous activities ( transactions, access to services and trans-
portation, etc.) require to verify who we are by showing our ID
documents containing face images, e.g., passports and driver li-
censes. DocFace (Shi and Jain, 2019) is a domain-specific net-
work to match scanned or digital ID document photos to digital
camera photos of live faces by employing a transfer learning
technique. Experiments indicate that given more training data,
a viable system for automatic ID document photo matching can
be developed and deployed.

3.4. Image Set-based Face Recognition (ISFR)

In face recognition, it usually solves a recognition problem
by using a single image. With the video cameras being widely
used in our real life, it is a nature choice to solve FR problem
by image sets. Compared with the single image based meth-
ods, the image set FR deals with severe changes of appearance
and makes decisions by comparing the query set with gallery
sets. So the image set recognition offers more promises and
has therefore attracted significant research attentions in recent
years. For set-based face recognition, the user supplies a set of
images of the same unknown individual rather than supplying a
single query image. In general, the gallery also contains a set of
images for each known individual; therefore, the system must
recover the individual whose gallery set is the best match for a
given query set.

Methods based on image sets are expected to give a better
performance than those based on single images, because an im-
age set contains variation information that is unavailable to a
single, isolated image, which helps improve classification per-
formance under challenging conditions, e.g., large variations in
pose, illumination, low resolution, etc., where the conventional
face recognition systems based on single-shot images often fail
to perform well. Video based recognition can be treated as a
special case of image set classification where a temporal rela-
tionship between the consecutive frames is available. Gener-
ally, multiple face images of a person are available for training
and testing. These images may come from multiple surveil-
lance cameras, personal photo albums or online resources and
correspond to different facial appearances under varying poses,
illumination and expressions.

Within a set, the common semantic relationship is shared
across individual face images since they all belong to the same
person. These facial images complement the appearance vari-
ations of the person under different conditions. While image
sets offer more opportunities for face recognition, they also
pose new challenges to the classification task. Image sets con-
tain more information that is useful for accurate classification.
However, they introduce a challenge of effectively and effi-
ciently measuring the similarity between image sets with high
inter-class ambiguity and huge intra-class variability.

Existing set based recognition methods mainly differ in the
ways in which they represent the image sets and compute

the distances (or similarity) between them. Based on the set
model representation types, methods can be divided into two
categories: parametric (Arandjelovic et al., 2005) and non-
parametric (Wang and Shi, 2009) methods. More recently, deep
learning methods have been used for set-based face recognition.
Hayat et al. (2015, 2014) proposed a deep learning framework
to estimate the nonlinear geometric structure of the image sets.
They trained an Adaptive Deep Network Template for each set
to learn the class-specific models and then the query set is clas-
sified based on the minimum reconstruction error computed by
using those pre-learned class-specific models. Lu et al. (2015b)
also used deep networks to model nonlinear face manifolds and
then they applied a learning algorithm to maximize the margin
between different manifolds approximated by deep networks.
Cevikalp and Serhan Yavuz (2017) proposed a fast and accu-
rate deep method to approximate the distances from gallery
images to the region spanned by the query set for large-scale
applications. Sun et al. (2017) proposed building deep local
match kernels upon the arc-cosine kernel (Cho and Saul, 2009)
to leverage its great capability of measuring the similarity be-
tween images. By mimicking the computation in deep learning
networks of infinite units, the arc-cosine kernel outperforms
the widely used radius basis function (RBF) kernel. Lu et al.
(2017b) proposed a method to learn discriminative features and
dictionaries simultaneously from raw face image pixels so that
discriminative information from facial image sets can be jointly
exploited by a one-stage learning procedure. Duplex metric
learning (DML) method (Cheng et al., 2018) consists of two
progressive metric learning stages for feature learning and im-
age set classification, respectively. The first stage, a discrimina-
tive stacked autoencoder (DSAE) is trained imposing a metric
learning regularization term on the neurons in the hidden lay-
ers and meanwhile minimizing the reconstruction error to ob-
tain new feature mappings in which similar samples are mapped
closely to each other and dissimilar samples are mapped farther
apart. Sankaran et al. (2018) presented an approach of using
metadata to judge the relative quality of every feature vector
in a template/set for aggregation and investigate its ability to
outperform related approaches.

3.5. Hard Mining

In FR, it is important to use large training data to obtain
a high performance, which requires the training procedure to
be more discriminative. However, the training can be highly
unbalanced because there are vastly more background objects
than faces. This motivates a process of searching through the
background data to find a relatively small number of potential
false positives, or hard negative examples (false positives are
regarded as “hard negatives”).

Hard mining, previously called bootstrapping, includes hard-
positive mining and hard-negative mining. Here, positive sam-
ples are images of the object to detect, and negative samples are
randomly extracted from scenes which do not contain the object
to detect. Using “hard” samples can help to improve the deci-
sion boundary of the model. Intuitively, mining hard-positives
enables the model to discover and expand sparsely sampled mi-
nority class boundaries, whilst mining hard-negatives aims to



30

improve the margins of minority class boundaries corrupted by
visually very similar imposter classes, e.g., significantly over-
lapped outliers. Instead of general negative mining, the rational
for mining hard negatives (unexpected) is that they are more in-
formative than easy negatives (expected). Hard negative mining
enables the model to improve itself quicker and more effectively
with less data. Similarly, model learning can also benefit from
mining hard positives (unexpected).

Hard mining is commonly used in object detection (Du Ter-
rail and Jurie, 2017; Dai et al., 2016; Shrivastava et al., 2016;
Canévet and Fleuret, 2014). There are also some methods in
FR using a methodology of hard mining to improve training
discrimination (Schroff et al., 2015; Parkhi et al., 2015; Zhang
et al., 2016b). Take FaceNet (Schroff et al., 2015) for instance.
It constructed a triplet loss to train the deep model. A triplet
contains a query image, a positive image, and a negative image,
where the positive image is more similar to the query image
than the negative image. It explores hard-positive mining tech-
niques which encourage spherical clusters for the embedding of
a single person to improve the clustering accuracy.

3.6. Closed-Set vs. Open-Set Face Recognition
Although face verification or closed-set face identification

has gained a good performance, the open-set face identifica-
tion is still a challenge. In real systems, only a fraction of probe
sample identities are enrolled in the gallery, which fails to make
the closed-set assumption. Therefore, an open-set matching is
met. It is shown that the open-set face recognition is a diffi-
cult problem, and simply thresholding the similarity scores is
a weak solution (Gunther et al., 2017). Research works have
been done to investigate Open-set Face Recognition. Gunther
et al. (2017) formulated an open-set face identification proto-
col based on LFW dataset and evaluated different strategies
for assessing the similarity, e.g., thresholded verification-like
scores, linear discriminant analysis (LDA) scores, and extreme
value machine (EVM) probabilities. Vareto et al. (2017) com-
bined hashing functions and classification methods to estimate
when probe samples are known (i.e., belong to the gallery set).
They did experiments with partial least squares and neural net-
works, and showed how response value histograms tend to be-
have for known and unknown individuals whenever they test a
probe. Günther et al. (2017) evaluated the challenges for un-
constrained open-set face recognition, which is far from being
solved. Wang et al. (2017b) built a DCNN framework with
a triplet supervisory signal to identify few suspects from the
crowd in real time for public video surveillance.

4. Databases

Data and algorithms are two essential components for face
recognition. With the wider use of deep neural networks in
face recognition, the requirement of a huge amount of train-
ing data becomes more urgent, and the deep learning methods
are expected to learn a more complex data distribution from
large-scale training datasets containing a huge number of iden-
tities. Experiments have demonstrated that the large amount
of labeled data can help the network learn better deep mod-
els. In this section, we give an overview of face datasets (e.g.,

still faces, videos, heterogeneous faces), mainly related to deep
learning, and show the performance of deep learning methods
on several databases, e.g., LFW, IJB-A, YTF.

4.1. Still Image Face Databases
In some sense, the face recognition research is driven by face

data. Early face datasets were often collected under pre-defined
or controlled environments, such as the CMU PIE (Sim et al.,
2002), FERET (Phillips et al., 2000). Along with the practical
requirement, more attentions are paid to uncontrolled or un-
constrained scenarios. i.e., face recognition in the wild. With
the advent of Labeled Faces in the Wild (LFW) (Huang et al.,
2007), research activity in unconstrained face recognition was
accelerated rapidly.

Table 20 shows a thorough list of still face datasets. Most
datasets are public with provided links for download. These still
faces are mainly divided into five groups: faces used for han-
dling poses, illumination, expression, occlusion (e.g. 300WLP,
PIE); faces used for cross-age FR (e.g., CACD, FG-NET,
AgeDB); faces used for makeup variations (e.g., YMU, MIFS);
regular testing faces (e.g., LFW, MegaFace); usually training
sets (e.g., CASIA-WebFace, MS-Celeb-1M, CelebFaces). Sev-
eral large training sets are private, such as MSRA’s WDRef,
Facebook’s SFC, MFC (Megvii Face Classification). GAN-
Faces (i.e., GANFaces-500K, GANFaces-5M) is a synthetic
dataset of face images with a wide range of expressions, poses,
and illuminations. It is augmented with a real face dataset, i.e.,
VGG face (Parkhi et al., 2015). Extensive qualitative and quan-
titative experiments show that the generated images are realistic
and identity preserving.

LFW can be viewed as a milestone dataset in which images
are crawled from the Internet containing variations in pose, illu-
mination, expression, resolution, etc. A large number of current
face recognition methods, especially the CNN based obtained
robust features and outperformed the traditional methods with
handcrafted features and/or classifiers (Chen et al., 2013b; Cao
et al., 2013). The results on the LFW benchmark keep climbing
as more deep methods are introduced. For example, the accu-
racy has been improved from 96% with FR+FCN (Zhu et al.,
2014b) to 99% with FaceNet (Schroff et al., 2015). COCO Loss
(Liu et al., 2017d) reported an accuracy of 99.86%. Table 21
gives the accuracy report of face verification with deep learn-
ing based face recognition methods on LFW under the standard
protocol.

Under real-world conditions, current face verification sys-
tems still have shortcomings even though very high accuracies
are reported on LFW. Realizing that the face recognition prob-
lem is far from being solved, the IARPA Janus Benchmark-A
was proposed by Klare et al. (2015). IJB-A was designed to en-
courage studies on novel methods for unconstrained face recog-
nition. The release of IJB-A marked a new milestone in uncon-
strained face recognition research (Grother and Ngan, 2017). It
contains 21,230 face images and 2,085 videos of 500 individu-
als as shown in Table 22 with extreme viewing conditions, vari-
ations in pose, expression, illumination, and more. Each subject
in IJB-A is represented by a set containing images and/or video
frames. The IJB-A evaluation protocol consists of face veri-
fication (1:1) and face identification (1:N). When IJB-A was
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Table 20. Overview of still face image datasets used for face recognition. ‘C’ means controlled, and ‘U’ means unconstrained.

Dataset #Identities #Images C/U Description

Yale (Belhumeur et al., 1997) 15 160 C expressions, lighting changes
YaleB (Georghiades et al., 2001) 38 2,414 C illumination changes
AT&T Face (Cambridge, 2018) 40 400 C ORL; grayscale; multiple facial variations
CFP-FP (Sengupta et al., 2016) 500 7,000 U with both frontal and profile poses
300WLP (Zhu et al., 2016) 3,837 122,430 U ideal for pose evaluation
AR (Martinez and Benavente, 2007) 100 2,600 C expression, illumination, and occlusion
CMU PIE (Sim et al., 2002) 68 41,368 C pose, illumination, expressions
Multi PIE (Gross et al., 2010) 337 754,204 C pose, illumination, facial expression
CAS-PEAL (Gao et al., 2008) 1,040 99,594 C pose, expression, accessory, lighting
MORPH Album 1(Ricanek and Tesafaye, 2006) 515 1,690 C age in [15,68]; different races
MORPH Album 2 (Ricanek and Tesafaye, 2006) 20,569 78,207 C age in [16,99]; different races
FG-NET (FG-NET, 2007) 82 1,002 - age in [0,69]
WhoIsIt (Singh et al., 2014) 110 1,109 U age in [1,81]; three weight groups
CACD (Chen et al., 2015a) 2,000 163,446 U age in [16,62]
IMDB-Wiki (Rothe et al., 2015) 20,284 523,051 U age in [0,100]; from IMDB and Wikipedia
AgeDB (Moschoglou et al., 2017) 568 16,488 U age in [1,101]; pose,expression,illumination
Large Age-Gap (LAG) (Bianco, 2017) 1010 3828 U spanning large age gaps, e.g., 0 to 80
CALFW (Zheng et al., 2017b) 5,749 12,174 U large age difference; same identities with LFW
CAF (Wang et al., 2018d) 4,668 313,986 U age in [0,80]; includes lots Asian individuals
CAFR (Zhao et al., 2018a) 25,000 1,446,500 U age in [0,99]; labels(gender,race,landmarks)
YMU (Dantcheva et al., 2012) 151 604 U 2 before+2 after makeup per subject
VMU (Dantcheva et al., 2012) 51 204 C+U add makeup to FRGC (Phillips, 2010)
MIW (Chen et al., 2013a) 125 154 U 77 with makeup+77 without makeup
MIFS (Chen et al., 2017b) 214 642 U 2 before+2 after makeup+2 target per subject
FERET (Phillips et al., 2000) 1,199 14,126 C standard dataset used for FR evaluation
PubFig (Kumar et al., 2009) 200 58,797 U public figures from web
PubFig83 (Pinto et al., 2011) 83 13,002 U modified PubFig
MSRA-CFW (Zhang et al., 2012) 421,436 2.45M U celebrities on the web
Essex (Anggraini, 2014) 395 7,900 C various racial origins; glasses, beards
Social Face (Fan et al., 2014) 48,927 U realistic face images on social network
FaceScrub (Ng and Winkler, 2014) 530 107,818 U balanced with respect to gender
Web Images (Lu and Tang, 2015) 3,261 40,000 U pose, expression, illumination
LFW (Huang et al., 2007) 5,749 13,233 U pose, illumination, expression, etc.
CPLFW (Zheng and Deng, 2018) 5,749 11,652 U add pose difference; same identities from LFW
FGLFW (Deng et al., 2017c) - - U a derivative of LFW; challenging face pairs
MegaFace (Kemelmacher-Shlizerman et al., 2016) 690k 1M U used as gallery; million-scale
Trillion-Pairs (DeepGlint, 2019) 5.7k 274k U testing set; two parts:ELFW, DELFW
WDRef (Chen et al., 2012) 2,995 99,773 U MSRA; usually as training set
CelebFaces (Sun et al., 2013) 5,436 87,628 U from web; usually as training set
CelebFaces+ (Sun et al., 2014b) 10,177 202,599 U extended CelebFaces
SFC (Taigman et al., 2014) 4,030 4.4M U Facebook; usually as training set
CASIA-WebFace (Yi et al., 2014) 10,575 494,414 U usually as training set
VGG Face (Parkhi et al., 2015) 2,622 2.6M U usually as training set
VGGFace2 (Cao et al., 2017) 9,131 3.31M U pose,age,illumination,ethnicity,profession
MFC (Zhou et al., 2015) 20,000 5M U from web; usually as training set
MS-Celeb-1M (Guo et al., 2016) 100K 10M U usually as training set
MS1MV2 85K 5.8M U semi-automatic refined version of MS-Celeb-1M
UMDFaces (Bansal et al., 2016) 8,277 367,888 U annotated faces
Megaface 2(Nech and Kemelmacher-Shlizerman, 2016) 672,057 4.7M U large dataset; usually as training set
IMDb-Face (Wang et al., 2018a) 59K 1.7M U a noise-controlled database
MS1M-DeepGlint (DeepGlint, 2019) 87K 3.9M U large-scale training database
Asian-DeepGlint (DeepGlint, 2019) 94K 2.83M U large-scale Asian training dataset
GANFaces-500K (Gecer et al., 2018) 10K 500K U synthetic data; usually as training set
GANFaces-5M (Gecer et al., 2018) 10K 5M U synthetic data; usually as training set

released, results from multiple submissions to the challenge
showed significantly worse recognition performance compared
to the results on previously mentioned datasets. The perfor-

mance of the state-of-the-art face recognition systems are far
less than satisfactory. This benchmark is considered more chal-
lenging than LFW. Guo and Zhang (2018) investigated whether
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Table 21. Accuracy (%) report of deep learning based face verification on
LFW.

Algorithm Training Data LFW

Human - 97.53
Max-Margin Loss (Gecer et al., 2017) 0.83M 96.03
FF-GAN (Yin et al., 2017) 0.49M 96.42
FR+FCN (Zhu et al., 2014b) 87K 96.45
Convnet-RBM (Sun et al., 2013) 87K 97.08
Pyramid CNN (Fan et al., 2014) - 97.3
DeepFace (Taigman et al., 2014) 4.4M 97.35
DeepID (Sun et al., 2014b) 0.2M 97.47
WebFace (Yi et al., 2014) 0.49M 97.73
Aug (Masi et al., 2016b) 0.5M 98.06
FastSearch (Wang et al., 2016) 0.49M 98.2
p-CNN (Yin and Liu, 2017) 0.49M 98.27
N-pair Loss (Sohn, 2016) 0.49M 98.33
Web-Scale (Taigman et al., 2015) 500M 98.37
MM-DFR (Ding and Tao, 2015) 0.494M 98.43
VIPLFaceNet (Liu et al., 2017c) 0.5M 98.60
Contrastive-Center (Qi and Su, 2017) 0.49M 98.68
L-Softmax (Liu et al., 2016b) 0.494M 98.71
Multibatch (Tadmor et al., 2016) 2.6M 98.80
VGGFace (Parkhi et al., 2015) 2.62M 98.95
Contrastive CNN (Han et al., 2018) 0.49M 99.12
DeepID2 (Sun et al., 2014a) 160K 99.15
AM-Softmax (Wang et al., 2018b) 0.49M 99.17
Noisy Softmax (Chen et al., 2017a) 0.49M 99.18
NormFace (Wang et al., 2017a) 0.49M 99.19
L-GM Loss (Wan et al., 2018) 0.49M 99.20
CenterFace (Wen et al., 2016b) 700K 99.28
Sparse (Sun et al., 2016) 300k* 99.30
Git Loss (Calefati et al., 2018) 3.31M 99.30
Light CNN (Wu et al., 2015) 0.49M 99.33
Yin et al. (2018) 10M 99.37
SphereFace (Liu et al., 2017b) 0.49M 99.42
SphereFace+ (Liu et al., 2018b) 0.5M 99.47
DeepID2+ (Sun et al., 2015b) 290K 99.47
Marginal Loss (Deng et al., 2017a) 10M 99.48
MFRS (Zhou et al., 2015) 5M 99.50
LF-CNNs (Wen et al., 2016a) 700K 99.50
Range Loss (Zhang et al., 2017c) 10.49M 99.52
DeepID3 (Sun et al., 2015a) 290K 99.53
Correlation Loss (Deng et al., 2017b) 0.49M 99.55
AAM Loss (Qi and Zhang, 2018) 0.49M 99.583
FaceNet (Schroff et al., 2015) 200M* 99.63
CCS face (Guo and Zhang, 2017) 10M 99.71
CosFace (Wang et al., 2018c) 5M 99.73
PRN (Kang et al., 2018) 2.8M 99.76
Deep Embedding (Liu et al., 2015) 1.3M 99.77
L2-Softmax (Ranjan et al., 2017) 10M 99.78
ArcFace (Deng et al., 2018b) 5.8M 99.83
COCO Loss (Liu et al., 2017d) 5M 99.86

the face image quality is a big challenge for deep learning, espe-
cially in unconstrained face recognition, even though the deep
methods have been trained on a large dataset with face images
of different qualities. The evaluation of the recognition per-
formance on IJB-A was performed using several representa-
tive deep networks. Table 23 gives the performance report of
deep model based face verification and identification methods

on IJB-A in terms of TAR (%) at FAR = 0.1, 0.01, 0.001 and
Top-1/Top-5 accuracy of face identification.

As of 2017, the performance on IJB-A is approaching sat-
uration, with a top true accept rate of 97.6% at a 1.0% false
accept rate (Zhao et al., 2017). The successive dataset, IARPA
Janus BenchmarkB (IJB-B) (Whitelam et al., 2017), released
in 2017, continued to push the state of the art in unconstrained
face recognition. It includes 11,754 images and 7,011 videos
of 1,845 subjects. The protocols support face detection, veri-
fication, recognition, and clustering, and allow for evaluation
at more operationally relevant points at low ends of the ROC
curve (e.g., FAR at 0.01% and 0.001%). The IARPA Janus
BenchmarkC (IJB-C) (Maze et al., 2018) was proposed to ad-
dress the problem of allowing the evaluation of an end-to-end
system.

4.2. Video Face Databases

Video based face recognition has also gained much atten-
tion, and several video face datasets have been released. Table
22 lists serveral datasets with both still and video faces (e.g.,
COX Face, PaSC, IJB-A, IJB-B, IJB-C). Table 24 shows a list
of video face datasets. Most of them are public available. YTF
and PaSC are often used to test the recognition performance of
various deep models.

YouTube Face (YTF) (Wolf et al., 2011) dataset contains
3,425 videos of 1,595 different people. The clip durations vary
from 48 frames to 6, 070 frames, with an average length of
181.3 frames. It contains 10 folds of 500 video pairs. Point
and Shoot Challenge (PaSC) (Beveridge et al., 2013) includes
9,376 images and 2,802 videos of 293 subjects. It is collected
with some controls for different locations, poses, distances from
the camera. Performance on YTF and PaSC is reported in Table
25. As shown in the table, existing algorithms have attained a
high performance on YTF (97.7%). However, Face recognition
in videos presents unique challenges due to the variations which
can degrade the frame quality. Furthermore, as videos usually
contain many frames, it brings considerable computational bur-
dens too.

iQIYI-VID (Liu et al., 2018d) is a newly released video
dataset. It is the largest video dataset for multi-modal person
identification so far, including face, cloth, voice, gait and sub-
titles, for character identification. It is composed of 565,372
video clips (training set 219,677, validation set 172,860, and
test set 172,835) of 4,934 celebrities. These video clips are
extracted from 400K hours of online videos of various types,
ranging from movies, variety shows, TV series, to news broad-
casting. All video clips pass through a careful human anno-
tation process. The length of the videos ranges from 1 to 30
seconds.

4.3. Heterogeneous Face Databases

For heterogeneous face recognition, multi-modal data are
needed, e.g., visible, thermal, sketch, RGB-D. Table 26 shows
a list of heterogeneous face datasets. These sets are divided
into six groups: (1) Still-to-Video faces, such as COX-S2V
(Huang et al., 2012c), (2) NIR-VIS faces, (3) Sketch-Photo
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Table 22. Overview of still+video datasets used for face recognition. ‘C’ means controlled, and ‘U’ means unconstrained.

Dataset #Identities #Images #video C/U Description

PaSC (Beveridge et al., 2013) 293 9,376 2,802 C still+video; collected at different locations, poses, distances

COX Face (Huang et al., 2015) 1,000 1,000 1,000 C
still +surveillance-like videos; still images with seated subjects;
surveillance-like videos captured with walking subjects

IJB-A (Klare et al., 2015) 500 21,230 2,085 U still+video; near complete variations
IJB-B (Whitelam et al., 2017) 1,845 11,754 7,011 U still+video
IJB-C (Maze et al., 2018) 3,531 31.3K 11,779 U still+video;a further extension of IJB-B

Table 23. Performance report of deep learning based face recognition on IJB-A. Symbol “-” indicates that the metric is not available for that protocol.

Algorithm
Face Verification(TAR) Face Identification(Rec. Rate)

@FAR=0.1 @FAR=0.01 @FAR=0.001 @Rank-1 @Rank-5

B-CNN (Chowdhury et al., 2016) - - - 0.588 ± 0.020 0.796 ± 0.017
Pooling faces (Hassner et al., 2016) 0.631 0.309 - 0.846 0.933
GOTS (Klare et al., 2015) 0.627 ± .012 0.406 ± 0.014 0.198 ± 0.008 0.433 ± 0.021 0.595 ± 0.020
ReST (Wu et al., 2017a) - 0.630 0.548 - - -
FastSearch (Wang et al., 2016) 0.893 0.729 0.510
LSFS (Wang et al., 2016) 0.895 ± 0.013 0.733 ± 0.034 0.514 ± 0.060 0.820 ± 0.024 0.929 ± 0.013
DR-GAN (Tran et al., 2017) 0.774 ± 0.027 0.539 ± 0.043 0.855 ± 0.015 0.947 ± 0.011
p-CNN (Yin and Liu, 2017) - 0.775 ± 0.025 0.539 ± 0.042 0.855 ± 0.014 0.938 ± 0.009
DCNNmanual (Chen et al., 2015b) 0.947 ± 0.011 0.787 ± 0.043 - 0.852 ± 0.018 0.937 ± 0.010
Deep Multi-pose
(Almageed et al., 2016) 0.911 0.787 - 0.846 0.927

Triplet Similarity
(Sankaranarayanan et al., 2016b) 0.945 ± 0.002 0.790 ± 0.030 0.590 ± 0.050 0.880 ± 0.015 0.950 ± 0.007

VGGFace (Parkhi et al., 2015) 0.937 ± 0.01 0.805 ± 0.030 0.604 ± 0.06 0.913 ± 0.011 -
Joint Bayesian (Chen et al., 2016a) 0.961 0.818 - - -
PAM f rontal (Masi et al., 2016a) - 0.826 ± 0.018 0.652 ± 0.037 0.840 ± 0.012 0.925 ± 0.008
PAMs (Masi et al., 2016a) 0.652 ± 0.037 0.826 ± 0.018 - 0.840 ± 0.012 0.925 ± 0.008
PAM (Masi et al., 2019a) - 0.847 ± 0.016 0.711 ± 0.037 0.862 ± 0.013 0.943 ± 0.009
DCNN f usion (Chen et al., 2016a) 0.967 ± 0.009 0.838 ± 0.042 - 0.903 ± 0.012 0.965 ± 0.008
Contrastive CNN (Han et al., 2018) 0.9531 0.8401 0.6391
FF-GAN (Yin et al., 2017) - 0.852 ± 0.010 0.663 ± 0.033 0.902 ± 0.006 0.954 ± 0.005
Aug (Masi et al., 2016b) - 0.88 0.725 0.906 0.962
Triplet Embedding
(Sankaranarayanan et al., 2016a) 0.964 ± 0.005 0.900 ± 0.010 0.813 ± 0.020 0.932 ± 0.010 -

MTL (Ranjan et al., 2016) 0.976 ± 0.004 0.922 ± 0.010 0.823 ± 0.020 0.947 ± 0.008 -
Yin et al. (2018) - 0.931 0.873 0.939 0.966
Template Adaptation
(Crosswhite et al., 2016) 0.979 ± 0.004 0.939 ± 0.013 0.836 ± 0.027 0.928 ± 0.010 0.977 ± 0.004

NAN (Yang et al., 2017a) 0.978 ± 0.003 0.941 ± 0.008 0.881 ± 0.011 0.958 ± 0.005 0.980 ± 0.005
QAN (Liu et al., 2017e) 0.980 ± 0.006 0.942 ± 0.015 0.893 ± 0.039 - -
DREAM (Cao et al., 2018c) - 0.944 ± 0.009 0.868 ± 0.015 0.946 ± 0.011 0.968 ± 0.010
DAC (Liu et al., 2018c) 0.981 ± 0.008 0.954 ± 0.01 - 0.973 ± 0.011 -
TDFF (Xiong et al., 2017) 0.988 ± 0.003 0.961 ± 0.007 0.919 ± 0.006 0.964 ± 0.006 -
TDFF (Xiong et al., 2017)+
TPE (Sankaranarayanan et al., 2016a) 0.989 ± 0.003 0.961 ± 0.007 0.921 ± 0.005 0.964 ± 0.007 -

PRN (Kang et al., 2018) 0.988 ± 0.002 0.965 ± 0.004 0.919 ± 0.013 0.982 ± 0.004 0.992 ± 0.002
M-FAN (Sankaran et al., 2018) 0.980 ± 0.003 0.966 ± 0.004 0.944 ± 0.005 - -
VGGFace2 (Cao et al., 2017) 0.990 ± 0.002 0.968 ± 0.006 0.921 ± 0.014 0.982 ± 0.004 0.993 ± 0.002
L2-Softmax (Ranjan et al., 2017) 0.984 ± 0.002 0.970 ± 0.004 0.943 ± 0.005 0.973 ± 0.005 -
DA-GAN (Zhao et al., 2017) 0.991 ± 0.003 0.976 ± 0.007 0.930 ± 0.005 0.971 ± 0.007 0.989 ± 0.003
3D-PIM (Zhao et al., 2018c) - 0.989 ±0.002 0.977 ± 0.004 0.990 ± 0.002 -

faces, (4) 3D/RGB-D faces, (5) Cross-Resilution faces, like
NJU-ID (Huo et al., 2016), and (6) ID-Selfie faces.

NIR-VIS faces. There are 17 main heterogeneous datasets
covering the NIR-VIS condition. CASIA NIR-VIS 2.0 (Li

et al., 2013b) is a widely used NIR dataset. CASIA HFB (Li
et al., 2009), composed of visual (VIS), near infrared (NIR)
and 3D faces, is widely used too. The Cross Spectral Dataset
(Goswami et al., 2011) consists of 430 subjects from various
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Table 24. Overview of video face datasets used for face recognition.

Dataset #Identities #Videos Description

Honda (Lee et al., 2003) 20 59 large pose/expression variations; 400 frame/video
FIA (Goh et al., 2005) 180 6,470 captured by 6 synchronized cameras from 3 different angles
Faces96 (Essex, 2015) 152 152 significant head variations
YTC (Kim et al., 2008) 47 1,910 high compression rate; large variations; from YouTube
ChokePoint (Wong et al., 2011) 29 48 video surveillance dataset; 64,204 still images
YTF (Wolf et al., 2011) 1,595 3,425 low resolution, motion blur; from YouTube
Celebrities-1000 (Liu et al., 2014) 1,000 7,021 covering illuminations, poses, etc.
SN-Flip (Barr et al., 2014) 190 28 multiple subjects in frame; less motion
McGillFaces (Demirkus et al., 2014) 60 60 Real-world Face Video
ACVF-2014 (Dhamecha et al., 2015) 133 201 multiple subjects in frame; use handheld cameras
ESOGU-285(Yalcin et al., 2015) 285 2,280 764K frames; set-based FR
CSCRV (Singh et al., 2016) 160 193 video; with open-set protocol
UMDFaces-Videos (Bansal et al., 2017) 3,107 22,075 video; from YouTube
iQIYI-VID (Liu et al., 2018d) 5,000 600K from 400K hours of online videos

Table 25. Accuracy (%) report of deep learning based face verification on YTF and PaSC.

Algorithm Training Data YTF
PaSC

handled control

DeepFace (Taigman et al., 2014) 4.4M 91.40
DeepID (Sun et al., 2014b) 0.2M 93.20
WebFace (Yi et al., 2014) 0.49M 92.20
VGGFace (Parkhi et al., 2015) 2.62M 97.30 87.03 91.25
CenterFace (Wen et al., 2016b) 700K 94.9
Sparse (Sun et al., 2016) 300k* 92.70
Light CNN (Wu et al., 2015) 0.49M 91.6
SphereFace (Liu et al., 2017b) 0.49M 95.0
DeepID2+ (Sun et al., 2015b) 290K 93.2
FaceNet (Schroff et al., 2015) 200M* 95.12
CosFace (Wang et al., 2018c) 5M 97.6
PRN (Kang et al., 2018) 2.8M 96.3
Sohn et al. (2017) 0.49M 95.38
MDLFace (Goswami et al., 2014) - 88.6 87.4 93.4
NAN (Yang et al., 2017a) 3M 95.7
DAC (Liu et al., 2018c) 3M 96.01
DAN (Rao et al., 2017a) - 97.32 80.33 92.06
QAN (Liu et al., 2017e) 5M 96.17
Goswami et al. (2017) - 95.3 93.1 95.9
ADRL (Rao et al., 2017b) - 95.96 93.78 95.67
TBE-CNN (Ding and Tao, 2018) 0.49M 94.96 95.9 96.2
ASML (Hu et al., 2017c) 10M 97.6
DML (Cheng et al., 2018) - 97.7

ethnic backgrounds (more than 20% of non-European origin).

Sketch-Photo faces. There are 9 commonly used datasets for
benchmarking SBFR systems. Each contains pairs of sketches
and photos. They differ by size, whether sketches are viewed
and if drawn by artist or composited by software. CUHK Face
sketch dataset (CUFS) (Wang and Tang, 2009) includes 188
subjects from the Chinese University of Hong Kong (CUHK)
student dataset, 123 faces from the AR dataset, and 295 faces
from the XM2VTS dataset (Messer et al., 1999). The sketch
is drawn by an artist based on the photo. CUHK Face Sketch
FERET Dataset (CUFSF) (Zhang et al., 2011) has 1,194 sub-
jects from FERET dataset (Phillips et al., 2000). Compared to
CUFS, the photos in CUFSF are taken with illumination vari-

ations. Meanwhile, the sketches were drawn with shape ex-
aggeration based on the photos. Hence, CUFSF is more chal-
lenging and closer to practical scenarios. Unlike CUFS and
CUFSF, IIIT-Delhi Sketch Dataset (Bhatt et al., 2012) contains
three types of sketches, namely IIIT-D viewed, IIIT-D semi-
forensic and IIIT-D forensic sketch dataset. IIIT-D viewed
sketches are drawn by a professional sketch artist based on
photos collected from various sources. IIIT-D semi-forensic
sketches are drawn based on an artist’s memory. PRIP-VSGC
(Han et al., 2013) is Pattern Recognition and Image Processing
Viewed Software-Generated Composite database in which sub-
jects are from AR database. PRIP-HDC (Klum et al., 2014) is
Pattern Recognition and Image Processing Hand-Drawn Com-
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Table 26. Overview of datasets for heterogeneous face recognition.

Dataset #Identities Description

COX-S2V (Huang et al., 2012c) 1,000 still+video; 3 video clips/subject; various illumination,poses,motion blurs
Notre Dame LWIR (Kevin and Bowyer, 2003) 159 LWIR+VIS; various lighting,expression and time lapse
CASIA HFB (Li et al., 2009) 202 2,095 VIS+3,002 NIR face images
USTC-NVIE (Wang et al., 2010) 215 VIS+infrared facial expression; with three types of illumination
Cross-Spectral (Goswami et al., 2011) 430 2,103 NIR+2,086 VIS; different pose angles in pitch, yaw directions
LDHF-DB (Maeng et al., 2012) 100 VIS+NIR; 1,600 images; Long distance to cameras

CASIA NIR-VIS 2.0 (Li et al., 2013b) 725
VIS+NIR; 17,580 images; multiple facial variations;
more close to practical applications captured in constrained situation

WSRI (Riggan et al., 2015) 64 1,615 VIS+1,615 MWIR; 25 per subject, vary facial expression
UND Collection X1
(Sarfraz and Stiefelhagen, 2017) 241 2,451 VIS+2,451 LWIR

Night Vision (NVESD) 50 VIS,SWIR,MWIR,LWIR; collected by U.S. Army CERDEC-NVESD
BUAA-VisNir (Huang et al., 2012a) 150 NIR+VIS; vary in poses and expressions
Oulu-CASIA (Chen et al., 2009) 80 NIR+VIS; Videos; 6 expressions; 3 lighting conditions
PolyU NIR (Zhang et al., 2010) 335 NIR; 33,500 images; faces with expression, pose variations
SCface (Grgic et al., 2011) 130 IR+VIS; 4,160 static images
CUHK VIS-NIR (Gong et al., 2017) 2,800 NIR+VIS; each subject has one pair of near infrared image-visible image
NIR-PF (He et al., 2016b) 276 NIR; 5300 images; various scales,focus,occlusion,distance,view
Polarimethric Thermal (Hu et al., 2016) 60 Polrimetric LWIR+VIS; collected at 3 different distances: 2.5m,5m,7.5m
IRIS (UTK, 2012) 29 Thermal+VIS; 4,228 pairs of thermal/visible images; various poses
CUFS (Wang and Tang, 2009) 606 VIS+sketch; 1,216 images; frontal pose,normal lighting,neutral expression
CUFSF (Zhang et al., 2011) 1,194 VIS+sketch; 2,388 image pairs
IIIT-Delhi Sketch (Bhatt et al., 2012) - VIS+sketch; 238 viewed pairs,140 semi-forensic pairs,190 forensic pairs
PRIP-VSGC (Han et al., 2013) 123 VIS+sketch; composite sketch and digital image pairs
PRIP-HDC (Klum et al., 2014) 265 hand-drawn and composite sketches with corresponding mugshots

MGDB (Ouyang et al., 2016b) 100
VIS+4 facial sketches drawn at various time-delays: viewed sketch, 1 hour
sketch, 24 hour sketch and unviewed sketches

e-PRIP (Mittal et al., 2017) 123 sketch; extended-PRIP dataset
UoM-SGFS (Galea and Farrugia, 2016) 300 600 software-generated sketches; containing sketches represented in color
Extended UoM-SGFS(Galea and Farrugia, 2018) 600 1200 sketches
FRGCv2 (Phillips et al., 2005) 446 3D; 4,007 images; with additional expression tags
BU-3DFE (Yin et al., 2006) 100 3D; 2500 scans; for expression-invariant FR
Bosphorus (Savran et al., 2008) 105 3D; 4666 scans; variations on expressions, poses, occlusion
ND-2006 (Faltemier et al., 2007) 888 3D; 13,450 scans; a superset of FRGCv2; 6 different expression tags
Texas 3DFRD (Gupta et al., 2010) 105 3D; 1149 pairs of face texture descriptions
BJUT-3D (Yin et al., 2006) 500 3D; Chinese Face 3D Face Dataset with high-resolution
CASIA (Xu et al., 2006) 123 3D; 4,624 scans; changes in pose, expression, lighting
3D-TEC (Vijayan et al., 2011) 214 3D; 428 scans; 107 pairs of twins; with a smile and a neutral expression
NPU3D (Yanning et al., 2012) 300 3D; 10,500 scans with VIS images; Chinese VIS+3D
UHDB11 (Toderici et al., 2013) 23 2D+3D; > 1, 600 images; 2D(illumination,pose,etc.)+3D facial
UHDB31 (Wu et al., 2016) 77 2D+3D; 1,617 images; 2D with various poses+3D facial models
LS3DFace (Zulqarnain Gilani and Mian, 2018) 1,853 3D; 31,860 images; extreme variations: pose,occlusion,missing data,etc.
CurtinFaces (Li et al., 2013a) 52 RGB-D; 5,000 images; various poses,illumination,expression,occlusion
IIIT-D (Goswami et al., 2013) 106 RGB-D; 4,603 images;a few pose,expression variations
BUAA Lock3DFace (Zhang et al., 2016a) 509 5,711 RGB-D video sequences; various pose,expression,occlusion,time
RGB-D-T (Nikisins et al., 2014) 51 RGB-D; different rotations, illuminations, expressions
KinectFaceDB (Min et al., 2014) 52 RGB-D; 936 images; multimodal( 2D/3D/video);multiple facial variations
RGB-D DB (Cui et al., 2018a) 747 845K RGB-D; continuous pose variations,a few illumination changes
NJU-ID (Huo et al., 2016) 256 13,056 images with different resolutions; 1 LR + 50 HR image per subject
ID-Selfie-A (Shi and Jain, 2019) - 10,000 pairs of ID Cards photo and selfies; private
ID-Selfie-B (Shi and Jain, 2019) 547 10,844 images; ID document-selfie dataset; private

posite database in which the facial sketches are drawn based
on the verbal description by the eyewitness or victim. Mem-
ory Gap Database (MGDB) (Ouyang et al., 2016b) not only
contains viewed and unviewed sketch, but unique sketches ren-
dered at different time-delays between viewing and sketching.

3D faces. In contrast to 2D face images, 3D faces contain
more geometry information and are insensitive to pose and il-
lumination variations. Recently, many research institutes have
established different kinds of 3D face databases to test and eval-
uate their methods for 3D face recognition. The face Recog-
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nition Grand Challenge (FRGC) V2.0 (Phillips et al., 2005)
database has tremendous influence on the development of 3D
based face recognition. It is widely accepted as a standard ref-
erence database to evaluate the performance of 3D face recogni-
tion algorithms. BU-3DFE (Yin et al., 2006) is released specifi-
cally for 3D based expression-invariant face recognition, which
contains 6 types of expressions: anger, happiness, sadness, sur-
prise, disgust, and fear. Each type of expression is further
tagged with four different levels. The most recent LS3DFace
(Zulqarnain Gilani and Mian, 2018) dataset includes 3D mod-
els and 31,860 facial images from 1,853 subjects with extreme
pose, occlusion, missing data, etc.

5. Discussion and Challenges

Even though a significant progress has been made in face
recognition with deep learning, there are still challenges, e.g.,
network design, architecture optimization, alignment necessity,
face database related issues, and cross-quality matching.

5.1. Network Design and Architecture Optimization

It seems that the deep learning requires no hand-designed
feature extractors, everything is learned from data, and there is
almost no human intervention. But that is not entirely true! It is
clear that the features are learned from data, and a hierarchy of
learned features can lead to a great representational power. But
there is still a lot of human interventions in the model design
and optimization, which requires a lot of expert knowledge and
takes ample time. It is a challenge. One needs to decide which
neural network to use, and how to set hyperparameters when
building and training the selected network. Furthermore, model
selection in deep networks is not just about choosing hyperpa-
rameters. Designing the architecture of a model also involves
choosing the types of layers and the way they are arranged and
connected to each other, as there are many possible ways one
can consider to design a network.

Hyperparameters are settings used to control the behavior of
a model. It contains the variables which determine the net-
work structure (e.g., the number of hidden units, hidden lay-
ers, dropout, activation function, padding, loss function, kernel
size, stride) and how the network is trained (e.g., learning rate,
momentum, the number of epochs, batch size). Actually four
methods (Manual Search, Grid Search, Random Search and
Bayesian Optimization) have been developed to find out hyper-
parameters. However, designing a good model usually involves
a lot of trial and error. There is no generic way to determine a
priori given just a problem description. There is not even much
guidance to determine good values as a starting point. The eas-
iest way is to pick a model that has been proven to work for
a similar problem. It is not necessary to train it from scratch.
One can take a pre-trained model and fine-tune the weights to
adapt to a new problem. Even if for a novel problem or the
existing models do not meet the needs, one can always borrow
ideas from successful models to design a new one.

Model optimization is a process of modifying the code and
elements including the hyperparameters to minimize the test-
ing error, improve generalization by reducing the redundancy

in the parameter space, reduce the computational cost, or figure
out how many features needed in each layer for the best perfor-
mance. It is one of the tough challenges in the implementation
of deep learning solutions. The weights in the neural networks
are highly interdependent. Some weights change in one layer,
and affect the weights in next layers. The size and depth of neu-
ral networks interact with other hyperparamaters, so that chang-
ing one thing elsewhere can affect where the best values are. So
it is different to isolate a “best” size and depth for a network
then continue to tune other parameters in isolation. There are
several ways to do this: (1) Regularization modifies the objec-
tive function/learning problem so the optimization is likely to
find a neural network with a small number of parameters. (2)
Pruning takes a large network and deletes features or param-
eters that are redundant in some sense. (3) Or a less widely
used approach, growing, can be applied by starting at a small
network and incrementally adding new units by some growth
criterion. Although several research works investigate the opti-
mization problem, for example, Reale et al. (2017) presented a
method to remove unnecessary hidden nodes from a deep neural
network by using the group lasso penalty (Meier et al., 2008) to
select the appropriate number of hidden nodes for each convo-
lutional and fully connected layer, designing more effective and
powerful networks and adopting useful optimization strategies
are still a challenge.

5.2. Face Data Related Issues

Although a number of face datasets have been assembled for
various face recognition applications, helping achieve an excel-
lent performance in certain aspects, there still exists quantities
of problems, e.g., generating sufficient and more useful face
data.

5.2.1. Training Data Volume and Data Augmentation
It is not trivial to get a huge amount of labeled face data for

learning. Many large-scale datasets were generated, especially
still face images, which are automatically collected from the
Internet. However, the requirement is urgent for specific FR
problems, e.g., 3D based FR, HFR. It requires great efforts to
collect a large dataset. For instance, the publicly available 3D
face dataset, ND-2006 (Faltemier et al., 2007) has only 13,540
scans of 888 unique identities and took over two years to col-
lect. Although it might be possible to design a smart modeling
method to minimize the need of a huge amount of data (Peng
et al., 2016), it is still time-consuming and needs lots of tricks.
One common method nowadays is data augmentation. The us-
age of synthetic data as additional training data is shown to be
helpful in some cases even if they are rendered images.

Data augmentation techniques are label-preserving transfor-
mations typically applied to training images. It is either done
by geometric transformations or by manipulating the facial ap-
pearance of existing data with variations. (1) Geometric trans-
formations contains oversampling (multiple image translations
by cropping at different offsets) (Krizhevsky et al., 2012), mir-
roring (horizontal flipping) (Yang and Patras, 2015), rotation
(Xie and Tu, 2015), and various photometric transformations
(Krizhevsky et al., 2012; Simonyan and Zisserman, 2014; Eigen
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and Fergus, 2015). (2) Introducing face variations means syn-
thesizing new face images by changing the pose, shape, illu-
minations, occlusions, and expressions (Lv et al., 2017; Masi
et al., 2016b; Gecer et al., 2018; Masi et al., 2019b; Zulqar-
nain Gilani and Mian, 2018). Instead of directly manipulating
the input images, Leng et al. (2017) performed a virtual sample
generation at the feature level.

Recently, GAN has been proposed as an effective method
for data augmentation by synthesizing samples from the un-
derlying appearance distribution through a generative model.
This ability proved to be particularly effective for structured ob-
ject classes such as faces. Although this approach has showed
promising results, regular GANs, can generate novel images but
not new subjects. It offers no explicit control over the identity
of the generated samples.

Although data augmentation technique gives a chance for
specific FR problems, and promote the development to some
extent, acquiring a large amount of data from real world is still
urgent for learning deep models.

5.2.2. Long-tail Distritubted Datasets
Deep learning has achieved impressive results in face recog-

nition, however, most large-scale face datasets, e.g., CASIA-
Webface where about 39% of the 10K subjects have less than
20 images, even with a significant number of identities, exhibit
long-tailed distribution characteristics, which may result in bi-
ased classifiers in conventionally trained deep neural networks
or insufficient data when long-tail classes are ignored. The real
world data often have a long-tailed distribution. This means a
few classes are predominant while others are rare. The classes
with abundant training instances are referred as classes in the
head, and unrepresented classes as classes in the tail.

With highly imbalanced numbers of images across categories
as the training data, models can lead to unsatisfied performance
on under-represented tail categories. This is because classifiers
tend to generalize well for classes in the head, but lack the gen-
eralization for classes in the tail. Without any re-sampling of
the training images or re-weighting of the loss, categories with
more images in the head will pose a greater impact on the fea-
ture learning procedure (Zhou et al., 2015) and inversely cripple
the model ability on the tailed part. The trained model leans to
overfit the rich classes with large samples, and spare samples
from poor classes tend to exhibit large intra-class dispension.
Thus the learned models may not perform well in recognition.

A practical recognition system must classify majority and
minority classes, generalize from a few known instances, and
acknowledge novelty upon a never seen instance. So, how to
deal with a long-tailed distribution becomes an important prob-
lem in real world data. However, it is a rather unexplored area in
FR. While it has been established that recognition engines are
data-hungry and keep improving with more volumes of data,
mechanisms to derive benefits from the vast diversity of real
data are relatively unexplored. There are only few previous
works that discuss about learning from long-tail classes. Tech-
niques to handle imbalanced datasets are typically split into two
regimes: data solutions and algorithmic solutions.

Data Solutions. Most previous works handled this problem
simply by removing the samples from poor classes to achieve

the class balance, or designing data sampling rules or regular-
ization on tail classes. According to Ouyang et al. (2016c),
the performance can improve slightly if just 40% of positive
samples are preserved to make the training samples more uni-
form. Besides, by simply abandoning the data partially, infor-
mation contained in the data may also be omitted. Poor classes
can include complementary knowledge to rich classes which
can boost the performance of the final models. Another sim-
ple technique is class weights normalization by changing the
sampling frequency (He and Garcia, 2008). For instance, ran-
dom oversampling effectively repeats training instances from
the classes in the tail, while random undersampling removes in-
stances from the classes with abundant training instances. Un-
fortunately, significant imbalance still exists after weight norm
regularization via data re-sampling (Yin et al., 2018). The
low intra-class variance of the tail classes is not fully resolved,
causing the decision boundary to be biased, which impacts the
recognition performance.

Algorithmic Solutions. For example, Zhang et al. (2017c)
proposed a feature regularization method by applying range
loss to effectively utilize the entire long-tailed data in the train-
ing process. Guo and Zhang (2017) proposed tail class promo-
tion loss to regularize the norm of weight vectors for tail classes.
Yin et al. (2018) used a center-based feature transfer learn-
ing to augment tail classes by generating feature-level samples
through transfer of intra-class variance from regular classes.
Besides, there are a few methods from other fields, which can
be borrowed to deal with the problem in FR, such as metric
learning (Huang et al., 2016a; Oh Song et al., 2016; Fragoso
and Ramanan, 2018), hard negative mining (Dong et al., 2017b;
Lin et al., 2017b), feature transfer learning (Cui et al., 2018b),
meta learning (Wang et al., 2017f), metric+meta learning (Liu
et al., 2019).

5.2.3. Cross-Quality Face Matching
Cross-quality matching is still a big issue for deep learning

based face recognition. In face recognition, pose variations, il-
lumination changes, cross-age, facial expression variations, fa-
cial occlusions, low resolution, makeup, etc. are the main fac-
tors that can influence the face recognition performance. Guo
and Zhang (2018) raised a question: does the face recognition
problem have been solved or almost solved, given the great suc-
cess of deep learning? They consider that the face image quality
issue may still be one challenge for DL, and studied the match-
ing across different face image qualities to better understand
the performance of deep learning methods. The results showed
that the face image quality variations are still a great challenge
for deep learning methods, even though various training face
images of different qualities have been fed into the networks
during the trainings. Thus, it is needed to develop more robust
deep neural networks to address the issue of significant face
image quality changes.

5.2.4. More Subjects or More Images?
For training deep neural networks, there is no clear guide-

line to follow on choosing what kinds of dataset, a dataset with
more subjects but less images per subject or one with less sub-
jects but more images per subject? Bansal et al. (2017) made
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an investigation on this. For two datasets with the same number
of images, they call one wider than the other if on average it
has less images per subject than the other. In fact, given enough
images, both deep and wide datasets can contain a variety of
face images. Deep datasets have more changes in pose, expres-
sion, illuminations, etc. Wide datasets contain large variations
as well because of the large number of unique identities. They
try to resolve the dilemma of choosing one kind of dataset over
the other by a set of experiments on a wider and deeper datasets.
The result shows that the choice of the dataset depends on the
type of deep networks being trained. Deeper networks perform
well with deeper datasets and shallower networks work well
with wider datasets. This observation is important since it can
guide researchers towards better practices to follow while col-
lecting data or selecting data for training deep networks. Data
acquisition is an expensive and time consuming process, and
these experiments shed a light on how to obtain the maximum
benefit from the investment in data.

5.3. Necessity and Kind of Face Alignment

In most face recognition pipelines, the detection, alignment
and face cropping are the first step, and then train deep networks
on the cropped faces. Face alignment is an important computer
vision technology for identifying the geometric structure of hu-
man faces in digital images, an essential preprocess for face
recognition, and face synthesis. It is usually done by detect-
ing locations of facial keypoints in the face image and then us-
ing some kind of strategies to transform the face to a canonical
view. If the alignment is not applied to the images, the rela-
tive position of the faces inside the bounding box can vary, with
more pronounced variations for larger bounding boxes.

Although AAM-based approaches (Tzimiropoulos and Pan-
tic, 2013; Saragih and Goecke, 2007) and regression-based ap-
proaches (Zhu et al., 2015a; Cao et al., 2014; Xiong and De la
Torre, 2013; Ren et al., 2014) work well for face images with
small poses, they usually cannot handle profile face images be-
cause of the visibility of landmarks. Existing deep learning
based face alignment methods are either cascaded regression
methods or end-to-end deep regression methods. (1) Cascaded
regression methods (Kowalski et al., 2017; Trigeorgis et al.,
2016; Dapogny et al., 2019) consist in learning a sequence of
updates, starting from an initial guess, and refining the land-
mark localization in a coarse-to-fine manner. This allows to
robustly learn rigid transformations, e.g., translation and rota-
tion, in the first cascade stages, while learning non-rigid de-
formation, e.g., due to facial expression or non-planar rotation.
(2) Deep end-to-end regression methods (Zhang et al., 2015b;
Kumar and Chellappa, 2018; Dong et al., 2018b,a; Miao et al.,
2018; Yue et al., 2018) aim at a regression on the landmark po-
sition from the original image directly. Because of the scarcity
of the data, end-to-end approaches usually rely on learning an
intermediate representation, such as edge detection to drive the
alignment process.

The main challenge in face alignment arises from pervasive
ambiguities in low-level image features. While the main face
structures are present in the feature maps, the contours of face
components are frequently disrupted by gaps or corrupted by

spurious fragments. Strong gradient responses could be due to
reflectance, occlusion, fine facial texture, pose, or background
clutter. In contrast, the boundaries of face components such as
nose and eyebrow are often obscure and incomplete. Searching
face components separately is difficult and often yields noisy
results.

The necessity of the alignment step is well founded for en-
gineered computer vision methods based on hand-crafted fea-
tures, so Bansal et al. (2017) investigated whether the perfor-
mance of deep face recognition networks is affected by the face
alignment process. They note that there is a clear dependence
of performance on the type of face alignment used for train-
ing and testing. Using a good landmark detection method and
alignment procedure for both training and testing is essential
for achieving a good performance. As landmark detection and
alignment methods continue to improve, we expect the face
recognition performance could be less affected by the align-
ment.

6. Conclusion

We have presented a comprehensive survey of face recogni-
tion methods based on deep learning, mainly focusing on deep
architectures and some specific recognition problems. Deep
learning techniques have been fully applied to face recognition,
and have played important roles in addressing or circumvent-
ing challenges in FR, including pose variations, illumination
changes, facial expression, etc. Deep methods have also shown
good performance in processing RGB-D, video, and heteroge-
neous face matching. A review of related face databases has
been given as well, such as still images, videos, and heteroge-
neous face data for cross-modal FR. Although the face recogni-
tion accuracies have been improved for many still image based
face matching, there are still some challenges in practice.
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